
CogLab: Complex Statistical Models
WEEK 10



project checklist

• project checklist

https://docs.google.com/document/d/1awBlrkTABJTkBTeTPdSfwmBSWQWO1dexDUh57GALmJU/edit?usp=sharing


pre-registration + project checklist

• milestone #5: 

pre-registration + project 

checklist + piloting 

(Nov 10)



recap

• what we covered:

• linear regression and one-way ANOVAs

• your to-do’s were:

• submit: formative assignment #2

• work on: pre-registration + project checklist



today’s agenda

• two-way ANOVA

• linear mixed effects models



complex models

• what if the variation in our 
data (Y) could be explained 

further?

• data = model + error
• one IV: Y = a + bX + error

• multiple IVs:  Y = a + b1X1 + b2X2 + …+ error

• central idea remains the 

same, but more complex 

relationships are possible
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multiple IVs: data

• we will use the jobsatisfaction 

dataset from the datarium 

package

• install the package datarium

• new heading (# multiple IVs) & 

code chunk

• load and view the jobsatisfaction 

dataset



multiple IVs: exploration

• let’s explore the data:

• visualize the pattern via a 

boxplot



multiple IVs: exploration

• let’s explore the data:

• visualize the pattern via a 

boxplot

• do you see differences in job 

satisfaction?



multiple IVs: research question

• does job satisfaction vary 

as a function of gender 

and education level?

• dependent variable?

• independent variable?



main effects

• when you have multiple variables in your 

experiment design, there are few different 

possibilities for how the pattern of data might look

• you could have the dependent variable vary as a 

function of IV1 and/or IV2 (main effects), and 

these effects might interact with each other

• main effects refer to differences in means of levels 

of an independent variable

• what is an example of a main effect for the 

jobsatisfaction dataset?

• what would the plot of this main effect look like?



interactions

• interactions refer to situations when 
the difference in means between 
IV1’s levels differs based on the 
levels of IV2, i.e., you cannot simply 
infer a difference in means

• what is an example of an 
interaction for the jobsatisfaction 
dataset?

•  what would the plot of this 
interaction look like?



visually…



mathematically…

• main effect of gender:

• mean (male) – mean (female)

• main effect of education level

• mean(school) – mean (college)

• mean(college) – mean (university)

• mean(university) – mean(school)

• interaction (difference of differences)

• diff(male-female)school– diff(male-female)college

• diff(male-female)university– diff(male-female)college

• diff(male-female)school– diff(male-female)university



complex models in R

• data = model + error

• we define a job_model that 
uses a linear model as 

before, with separate terms 

for main effects and 

interactions

• how do we view the results 

of this model?



understanding main effects & interactions

• viewing the car::Anova() 

result is useful to understand 

broad patterns

• we see a main effect of 

education level, but it is 

qualified by the interaction 

with gender

• what does this mean?



decomposing an interaction

• when there is a significant interaction, we 

want to go in and understand the nature of 
this interaction

• interaction (difference of differences)

• diff(male-female)school– diff(male-female)college

• diff(male-female)university– diff(male-female)college

• diff(male-female)school– diff(male-female)university

•  where do we think the difference may be?



using emmeans

• we use emmeans as before, 
except now we specify a 

conditional effect

• what do the contrasts tell us?



ANOVA: assumptions

• “all models are wrong, but some are useful” (Box, 1976)

• the model does not know where the data come from or 

whether they are appropriate for the model; that is your 

responsibility as a researcher

• linearity 

• normality of residuals (i.e., leftover error term)

• homogeneity of variance

• independence of observations



inspecting the model

• first we install the 
performance, see, and 

patchwork packages

• load performance 

• check the model

• minor variations are ok, 
major variations are 

warnings!



revisiting class data

• run all chunks

• view the priming data

• 492 rows

• what are the IVs?

• what is the DV?

• double check data 

types for IV/DV



priming model

• fit a model

• check the assumptions

• linearity

• normality of residuals

• homogeneity of variance

• independence of 

observations



non-independent designs

• whenever multiple observations are collected from 

participants, especially in within-subject designs, we 

cannot use a typical ANOVA

• usual solution: repeated measures ANOVA on the means 

per condition per ID



revisiting class priming data

• RT ~ relatedness x type

• how many trials before exclusion 

per ID per level of each IV?

• what about after exclusions?

• this is an unbalanced design

• typically we would compute 

means per level and then run a 

repeated measures anova

• problem: losing data in 

aggregation



ANOVA: limitations

• limited to continuous DVs

• examples of non-continuous/categorical DVs?

• changes the distribution of your variables, violates the normality assumption

• common distributions: binomal (yes/no, correct/incorrect), multinomial 
(know,don’t know, TOT, other), poisson (counting number of website visitors)

• limited to categorical IVs

• examples of continuous IVs? 

• cannot deal with missing data

• cannot handle nested/clustered design

• male/females in sectors in cities

• trials in subjects in conditions

• cannot handle unbalanced design

• different number of trials (after exclusion) for each subject?



a flexible model

• linear/generalized mixed effects models! 

• these models consider the variability due to:

• missing data

• categorical/continuous IVs and DVs

• unbalanced designs

• clustered designs (no collapsing into means)

• think of them as the parent models from which 

special cases such as t-tests and ANOVAs are 

derived

• different ‘lines/curves’ are fit for each individual 

and for each item, with their own slope and 

intercept, instead of “averaging” across everyone



mixed linear model in R

• install lmerTest

• lmer() function 

• fixed part: your IVs

• random part: your within-
subject variables  



main effects and interactions

• car::Anova()



assumptions check

• same as before



pre-registration + project checklist

• milestone #5: 

pre-registration + project 

checklist + piloting 

(Nov 10)



next time

• before class

• work on: project checklist and pre-registration

• during class

• analysis review

• sona + prolific data collection
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