
CogLab: Making Inferences
WEEK 9



formative assignment #2

• descriptive statistics and 
plotting in R

• due Nov 4



project checklist

• project checklist

https://docs.google.com/document/d/1awBlrkTABJTkBTeTPdSfwmBSWQWO1dexDUh57GALmJU/edit?usp=sharing


pre-registration + project checklist

• milestone #5: 

pre-registration + project 

checklist + piloting 

(Nov 10)



recap

• what we covered:

• manipulating data using tidyverse verbs

• project work

• your to-do’s were:

• work on: formative assignment #2 (R descriptive)

• work on: project checklist + pre-registration



today’s agenda

• making statistical inferences from data



what is the goal of statistics?



data = model + error

• the goal of statistics is to find a 

simple explanation to the observed 

data (Y, dependent variable), i.e., 

build a model of the data that 

approximates/explains it as well as 

possible –

• what is a good model? one that 

represents the data really well 

• how do we start building models? 

model

error

data



some simple models

• central tendencies (mean/median/mode) 

• derived from the key dependent variable (data = Y) itself

• no other variables needed for this

• the mean is the best model if no other variables are available

• measures of variation: estimates of model fit

• sum of squared errors (SSE or SS): σ𝑖=1
𝑁 (𝑌𝑖 − 𝜇)2 

• mean of squared errors (MSE): 
σ𝑖=1

𝑁 (𝑌𝑖−𝜇)2

𝑁
 =

𝑆𝑆

𝑁

• root mean squared error (RMSE): 
2 σ𝑖=1

𝑁 (𝑌𝑖−𝜇)2

𝑁
= 𝑀𝑆𝐸



slightly more complex models…

• using one more variable (X) to “explain” the dependent 
variable/data (Y)

• how does knowing something about X impact what we 

know about Y? 

• what types of “models” are these? 



linear regression

• a linear regression (or a linear 

model) is a model that fits a line 

to the data

• Y = a + bX + error

• slope: 𝑏 =  𝑟
𝑠𝑦

𝑠𝑥

• intercept: 𝑎 = 𝑀𝑦 − 𝑏𝑀𝑥



exploring the data

• open your project + Rmd

• new heading # linear models

• load the dataset women

• make a scatterplot of the data

• x = weight

• y = height

• fit a line to the data via 

geom_smooth()



linear regression in R

• predict height by weight

• print the summary of the model

• what is the equation of the 

line?



assessing model fit

• let’s say we find a line of best fit 

• data = model + error

• Y = 𝑎 +  𝑏𝑋 + error

• 𝑌 = 𝑎 +  𝑏𝑋 = predictions

• Y = 𝑌 + error

• how well does the line fit our data?

• 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = σ𝑖=1
𝑛 (𝑦𝑖 −𝑎 − 𝑏𝑥𝑖)2 = σ(𝑌 − 𝑌)2



understanding goodness/errors

𝑀𝑦

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑜𝑟 𝑆𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑜𝑟𝑆𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 =  (𝑌 − 𝑀𝑦)2

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  (𝑌 − 𝑌)2

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 =  σ( 𝑌  − 𝑀𝑦)2 

(𝑋𝑖,𝑌𝑖)𝑌𝑖

𝑋𝑖



overall test of model (ANOVA)

• analysis of variance assesses the overall fit of the model

• 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 

• we calculate the ratio between the variance explained by the 
model and the natural variance expected/left over in the 
dependent variable

• if 
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑒𝑟𝑟𝑜𝑟
 is high, the model explains more variance than expected

• if 
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑒𝑟𝑟𝑜𝑟
 is low, the model explains less variance than expected

• typically, we want the “average” variance explained, so we 
also divide this by df

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

50

50



F ratio

• The F ratio compares the “average” squared error between model 
(explained variance) and the natural (unexplained) variance (data = model 
+ error)

𝐹 =
𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝑢𝑛𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
=

𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟

• obtaining 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

• 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  σ(𝑌 − 𝑌)2and 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 =  σ(𝑌 − 𝑀𝑦)2

• 𝑆𝑆𝑚𝑜𝑑𝑒𝑙= 𝑆𝑆𝑡𝑜𝑡𝑎𝑙−𝑆𝑆𝑒𝑟𝑟𝑜𝑟

• obtaining 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 and 𝑑𝑓𝑒𝑟𝑟𝑜𝑟 

• k denotes the number of levels of the independent variable OR number of estimated 
parameters

• 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 = 𝑘 − 1 

• 𝑑𝑓𝑒𝑟𝑟𝑜𝑟 = 𝑛 − 𝑘

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

50

50



ANOVA for women dataset

• install the car package

• use the Anova() function

• how do we report this F test?  

• weight significantly predicted 

height, F(1,13) = 1433, p < .001.



ANOVAs for categorical IVs

• the same logic applies to 

problems where the independent 

variable is not continuous 

• research question: what explains 

the variation in petal lengths (Y)? 

• data (Y) = model (X)+ error

• petal lengths (Y) = species (X) + error



descriptive exercise

• obtain the mean petal length for 
each species in the iris dataset 

using tidyverse functions



plotting exercise

• make a boxplot of petal lengths 
by species



ANOVA for iris

• load and view iris

• fit a model to petal lengths

• view car::Anova() results

• does species explain the 

variation in petal lengths?

• which species are different 

from each other?



follow-up tests

• when more than two groups 
are present, it can be useful to 

understand exactly which 

groups differ from each other

• install emmeans package 

• load the package inline and 

compute pairwise differences



even more complex models…

• what if the variation in our 
data (Y) could be explained 

further?

• data = model + error
• one IV: Y = a + bX + error

• multiple IVs:  Y = a + b1X1 + b2X2 + …+ error

• central idea remains the 

same, but more complex 

relationships are possible

Reaction Time (Y)

Rhyming

(Z)

Prime 

Relatedness

(X)



next class

• before class

• apply: formative assignment #2 (due Monday)

• apply: pre-registration + checklist (due Nov 10)

• during class

• complex models + project work
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