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today’s agenda

• Saffran study review

• co-occurrence

• error-free vs. error-driven learning

• language models



Saffran, Aslin & Newport (1996)

pre-tty 
ba-by
a-te

po-ta-to

words

tty-ba
by-a
te-po
to-ba

part-words

re-ly
ca-so
mo-du
si-ma

novel items

heard 
sounds

never heard 
sounds

E1: words vs. novel items

E2: words vs. part-words

example speech heard:

prettybabyatepotatoprett
yfloweryummypotatobaby
lovemamapotatoisbrown

tracking co-occurring 
sounds:

prettybabyatepotatoprett
yfloweryummypotatobaby
lovemamapotatoisbrown



Saffran, Aslin & Newport (1996)
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E1: words vs. novel items

E2: words vs. part-words

example speech heard:

buladobigokudatibatadup
abigokubuladodatibabula
dobigokudatibatadupabig
okubuladodatiba



• sounds played in the artificial language 
had different transition probabilities
• “words”: pre – tty 

• “part words”: tty—ba

• “novel items”: mo-du

• E1: testing words vs. novel items

• E2: more difficult test, comparing 
words (higher transition probabilities) 
and part-words (lower but non-zero 
transition probabilities)

Saffran, Aslin & Newport (1996)



from artificial to natural language

• Pelucchi, Hay, & Saffran (2009) tested 
English-learning 8-month-old infants with 
Italian speech

• familiarization followed by test trials



labels to referents: cross-situational statistics

• mapping labels (“ball”) to the object 
is difficult as multiple objects may be 
in view when the label is used

• Smith and Yu (2008) showed that 
12- and 14-month-old infants resolve 
this uncertainly by combining 
statistics across situations



labels to referents: cross-situational statistics

• infants first “studied” referents and novel word labels

• infants were tested by playing a sound and then 
displaying the target referent and a distractor 4 times 
and recording looking times

• key finding: infants looked reliably longer to the target 
than to the distractor 

• inference: infants were able to identify label to referent 
mappings by tracking cross situational statistics
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revisiting innateness vs. learning

• statistical learning studies show that infants are able to extract 
regularities from environmental input 

• suggestion: some aspect of language learning is innate
• Chomsky’s “poverty of the stimulus” argument

• but….
• you only need one example to falsify a theory! (next time)

• OR: there is enough structure in the language itself



why track statistics?

• infants are not required to or motivated by reward to track statistics, 
so why do they do it?

• possible hypotheses:
• infants want to communicate with their caregivers 

• infants want to generate predictions about the environment



statistical learning and prediction

• Stahl & Feigenson (2017) tested 3- to 
6-year-old children in an experiment 
where novel labels (blick) were 
mapped to actions in expected or 
violation conditions
• expected : toy in the expected location

• violated: toy in the unexpected location

• learning was maximized when children 
were surprised by the outcomes



statistical learning and curiosity

• statistical learning may also inform what 
to learn about in the first place

• curiosity may be particularly important in 
creating learning opportunities and 
minimizing uncertainty in the environment



statistical learning and curiosity

• Sim & Xu (2017) tested 13-month-old 
infants in a violation of expectation 
(VOE) and crawling paradigm
• draw: could be “uniform” or “variable”

• conditions: control condition (experimenter 
looked into the box before drawing out the 
balls) or sampling (no looking)

• two experiments: looking time (VOE) vs. 
touching/reaching time (crawling)



statistical learning and curiosity

• Sim & Xu (2017) showed that 13-month-
old infants preferentially explore sources 
of unexpected events



review of findings/inferences

• infants track statistical regularities

• children learn from prediction error

• children are inherently curious and want to reduce uncertainty

• but…..

• how far can you take this idea of statistical learning?



statistical learning in animals



learning from co-occurrence

• meaning of words is learned based on which words it co-
occurs with in natural language

• “you shall know a word by the company it keeps” (Firth, 1957) 

• co-occurrence can be defined in two ways:

• direct: if words occur together in the same context (e.g., eat-
food, sit-chair, etc.)

• indirect/shared: if words occur in similar contexts (e.g., 
strawberries are red, apples are red)

• co-occurrences = statistical regularities and can extend to 
any type of input (tones, figures, words, etc.)



experiment review

• think back to the language experiment you did

• what kinds of tasks did you perform?

• what do you think the experiment was about?



learning new words

• Savic et al. (2022) had participants read 
sentences with novel and familiar words
• novel words co-occurred with familiar 

words (direct or indirect)

• participants tested in a semantic 
priming experiment 

• novel – familiar words were paired 
based on whether the pairs were 
related or unrelated and whether there 
was direct/indirect co-occurrence

related unrelated

direct dodish-horse foobly-horse

indirect/shared geck-horse mipp-horse



semantic priming and co-occurrences

• reaction time to identify targets was faster 
when they were preceded by novel 
pseudowords/primes with which they 
directly co-occurred or shared co-
occurrence in training 

• pattern did not differ for direct and indirect 
co-occurrences

• inference: co-occurrences in natural 
language can drive semantic integration of 
new words



class data (N = 45) vs. Savic et al.’s data



error-free vs. error-driven learning

• associative (error-free) learning
• simply attending to statistical regularities/co-

occurrence in the environment is sufficient to 
develop a conception of meaning

• inspired by Hebbian learning within neurons

• predictive (error-driven) learning
• use co-occurrence as a signal for word 

prediction at the sentence level

• inspired by behaviorism/reinforcement learning

lion tiger

lion tiger

lion tiger

an example of a 
dangerous 
predator is

lion

deer



testing the claims

• how would you test whether learning is error-
free or error-driven?

• one possible solution: model learning in both 
ways and compare! 



what does it mean?

• large language models are typically “trained” on large 
databases of text (e.g., Wikipedia, Google News, etc.)

• algorithm: specific models prioritize creating a co-
occurrence matrix or predicting the next word(s) in the 
sentence

• after training, we can look under the hood at what 
‘representations’ the models have acquired

• these representations are usually a collection of 
numbers but they are meaningfully related to each 
other in a high-dimensional space 

liontiger

cake

dimension 2

di
m

en
si

on
 1

lion

tiger

cake



analogies with language models

• king : queen :: man : ???

• demo

• try out different types of analogies!

https://www.cs.cmu.edu/~dst/WordEmbeddingDemo/


language models

error-free 
learning

error-driven 
learning

n-gram models

Word2vec

BERT

ChatGPT / Bard

hyperspace analogue 
to language (HAL)

latent semantic 
analysis (LSA)

instance-based 
models

BEAGLE



error-free vs. error-driven models

• error-free models focus on the co-occurrence matrix
• some models only emphasize direct co-occurrence 

(HAL), whereas others emphasize direct and indirect 
co-occurrence through some type of higher-level 
abstraction process (LSA, BEAGLE)

• error-driven models focus on prediction
• prediction can occur at multiple levels and different 

models emphasize different aspects of the prediction 
process (n-word windows, attention-based, etc.)

• neural networks are a family of models that can learn 
from prediction error



real empirical demonstrations

• word2vec and other prediction-based 
models, such as ChatGPT are extremely 
powerful when trained on large datasets 
with billions of parameters

• some work has shown that on smaller 
datasets (e.g., child-directed speech), 
error-free approaches may be more 
useful in predicting behavior (Asr, Willits, 
& Jones, 2016)

error 
free error 

driven



the wins of language models

• truly start from “scratch”

• dispel the need for hard-wiring many 
abilities by showing “emergent” 
behavior

• have widespread applications



potential concerns: thinking & reasoning

• the models often fail on logical 
reasoning and thinking tasks

Mahowald, K., Ivanova, A. A., Blank, I. A., Kanwisher, N., 
Tenenbaum, J. B., & Fedorenko, E. (2023). Dissociating 

language and thought in large language models: a cognitive 
perspective. arXiv preprint arXiv:2301.06627.



potential concerns: biases and costs

• they learn stereotypes and biases

• there are sizeable costs to the 
environment and climate of training 
these models



potential concerns: data

• the size of the corpora that models 
are trained on is 1000 times more 
than the input available to children

• most models are based on the 
English language (Bender rule)



the path forward

• situating language within the 
broader conversation about human 
intelligence

• linguistic: sign language, prosody

• non-linguistic: 
• multimodal input

• “intuitive physical reasoning”

• interactive/social learning
• “intuitive psychology”



next class

• before class:
• finish: L10 quiz/assignment

• work on: QALMRI candidates

• read: L11 reading

• during class:
• judgment & decision making!



optional: bilingual brains

• early research suggested a 
bilingual advantage, i.e., improved 
executive functioning (Bialystok et 
al., 2004)

• recent meta-analyses appear to 
suggest otherwise; currently 
ongoing debate


