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today’s agenda

• episodic memory
• contextual effects on memory
• memory processing principles

• flashbulb memories

• semantic memory
• structure
• priming 



meaningfulness: context

• claim: meaningful context cues improve comprehension and recall

• evidence: Bransford & Johnson (1972)
• tested participants on comprehension and recall of different passages by 

providing no or some context before/after the passage was read
• providing context before encoding produced the highest recall and 

comprehension scores



environmental context

• claim: similar encoding/retrieval 
contexts can improve memory

• evidence: Godden & Baddeley (1975)
• divers learned words before they went for 

a dive (dry) or after (wet), and then 
recalled words in dry or wet conditions

• the divers recalled more words when the 
encoding and and retrieval (learning and 
recall) environments matched



test seating and context independence



key memory principles

• levels of processing: Craik and Lockhart proposed the idea that the 
strength and quality of encoding determine later memory

• transfer-appropriate processing: cognitive processing at both 
encoding AND retrieval matters for memory
• transfer inappropriate processing (TIP): mismatch in what happened during 

encoding vs. retrieval

• transfer appropriate processing (TAP): match in what happened during 
encoding vs. retrieval



levels of processing

• recall the self-reference effect 
(Rogers et al., 1977)

• could be explained by shallow 
(structural, phonemic conditions) 
vs. deep (semantic, self-
reference) processing 

• memory traces are stronger 
when the original information is 
processed in a meaningful way



memory experiment 

• review the procedures 

• what do you think it could be measuring?



TIP/TAP > levels of processing

• claim: the tasks performed at encoding and 
retrieval take precedence over the nature of 
processing (shallow vs. deep)

• evidence: Morris, Bransford, and Franks (1977) 
• participants encoded words in a semantic or 

rhyming context 

• the test phase was either a standard recognition 
test or a rhyming-based recognition test 

The _____ flew in the sky 

_____ rhymes with legal.
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TIP/TAP > levels of processing

• claim: the tasks performed at encoding and retrieval take precedence 
over the nature of processing (shallow vs. deep)

• evidence: Morris, Bransford, and Franks (1977) 
• on standard test, recognition was higher for semantic vs. rhyme words

• on rhyme test, recognition was higher for rhyme vs. semantic words



Bransford et al.’s results and plot



Bransford et al.’s data vs. your data



flashbulb memories

• autobiographical memories for salient, emotionally charged events
• common examples: 9/11 attacks, death of Princess Diana etc.

• recent examples?

• feel very vivid and are reported with high confidence, but typically 
show memory declines and lack specific details over time 

• factors that affect flashbulb memories
• retroactive interference: new information presented from multiple sources

• rehearsal and spacing: makes them more vivid and strengthened 



flashbulb memories: age differences

• moderate age impairment in a recent meta-analysis (Kopp et al., 2020)



flashbulb memories: recent work



long term memory
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two separate systems or one?

• evidence for separate systems
• amnesic patients
• neurodegenerative diseases 

(Alzheimer vs. semantic dementia)

• evidence for single system
• memory tests are not “process pure”
• meaning can be “context-dependent”
• shared neural substrates
• computational models



how is semantic memory organized?

• account #1: hierarchical network

• Collins and Quillian (1969)

• principle of cognitive economy: 
not storing redundant information 
but organizing taxonomically

• navigating levels in the network 
takes time



account #1: hierarchical network

• testing the model: sentence 
verification task (yes / no)

• is a canary a bird?

• does a canary sing?

• navigating levels in the network 
takes time



account #1: hierarchical network

• response times increased linearly 
as a function of how many “levels” 
had to be traveled to retrieve that 
information



account #1: hierarchical network

• problems:

• typicality effects: people responded 
faster to “robin is a bird” than “vulture 
is a bird” when the model predicts no 
difference in response times

• “no”/false response times were 
different depending on the items 
“butterfly is a bird” was slower than 
“monkey is a bird”



account #2: non-hierarchical network 

• account #2: non-hierarchical network 

• Collins and Loftus (1975)

• concepts are organized in a semantic 
network, with connections being 
weighted by semantic similarity 

• less constrained account, but how do 
we learn these similarities and 
connections?!



account #3: feature comparison model

• account #3: feature comparison model

• Smith, Shoben, & Rips (1973)

• distributed representation of each concept 
along a set of features/dimensions
• defining features: all birds have wings
• characteristic features: only some birds fly 

• overlap between features determined 
response times

• was able to explain typicality effects, false 
RTs, etc. 



account #3: feature comparison model

• positives:
• changed how concepts could be 

represented, i.e., a distributed 
representation 

• the beginning of mathematical modeling 
of words, language, neural networks!

• problems:
• what are the features?! 

• how are they learned?!



testing semantic knowledge

• the closer two concepts are in 
semantic memory, the more likely 
they are to activate one another

• general paradigm: priming = prior 
processing can influence how 
information is accessed or retrieved

• semantic priming: when priming tasks 
are used to test semantic memory 



semantic priming

• semantic priming tasks involve 
presenting a prime that may be related / 
unrelated to the upcoming target word 
• lexical decision task: deciding whether a 

target word is a word/non-word

• relatedness judgment task: deciding 
whether two words are related or 
unrelated

• processing a related word speeds up or 
facilitates processing of the target word
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how far does activation spread?

• mediated priming has been 
shown for items that do not 
seem to share a direct 
relationship, e.g., lion-stripes in 
pronunciation (Balota & Lorch, 
1986) and lexical decision 
tasks (McNamara & Altarriba, 
1988) 535
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how far does activation spread?

• potential limitations/issues:

• how do we know how close or 
far concepts are from one 
another?

535

540

545

550

555

560

565

570

575

580

R
es

po
ns

e 
Ti

m
es

 (m
s)

RELATED
TIGER-STRIPES

MEDIATED
LION-STRIPES

UNRELATED
SAND-STRIPES

RTs to pronounce STRIPES

Balota & Lorch, 1986



distant semantic priming

• using computational models of 
semantic memory to estimate 
“path lengths” between words

Kumar, Balota, & Steyvers (2021)
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Hybrid Correlation Network
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outstanding issues

• how do we learn features and/or 
distances between concepts?

• how do we build models of 
semantic memory based on these 
features?

• coming up: language [L10]



next class

• before class:
• finish: L9 quiz/assignments

• work on: SPARK summaries!

• during class:
• language (FINALLY!)


