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W2: Building blocks / memory stores



logistics

• my office hours are from 11.45 – 2 pm this Friday



how do we process information?



today’s agenda: long term memory

long-term 
memory

declarative

episodic semantic

non-
declarative

procedural
classical 

conditioning
priming

Squire, 1986

capacity: unlimited store
availability vs. accessibility



episodic vs. semantic memory

• memory for specific events

• situated in a time and place

• “I remember this”
episodic

• general knowledge about the world and its entities

• decontextualized

• “I know this”
semantic



two separate systems or one?

• evidence for separate systems

• amnesic patients (e.g., KC)

• neurodegenerative diseases 
(Alzheimer vs. semantic dementia)

• evidence for single system
• memory tests are not “process pure”

• meaning can be “context-dependent”

• shared neural substrates

• computational models



measuring episodic memory

recall!
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recognition task: hits and false alarms

• observing only the correct responses could be misleading if the 

person simply answers “old” for all items

• hits and false alarms together provide a clearer picture

item

response OLD (WOMAN) NEW (QUEEN)

OLD hit false alarm

NEW miss correct rejection



understanding signal vs. noise

• this framing comes from signal detection theory, that has wide 

applications in decision-making and statistics

world truth

your decision signal noise

signal hit false alarm

noise miss correct rejection



activity: understanding signal vs. noise

• a researcher hypothesizes that freshman and seniors have different 

enrolment rates for 8AM classes. apply the signal detection idea and 

discuss what a hit / false alarm / miss / correct rejection would mean 

here

world truth

your experiment effect exists effect doesn’t exist

effect found hit false alarm

effect not found miss correct rejection



the forgetting function

• Ebbinghaus (1885) tested the early 
claims of association via experimental 
manipulations within the context of 
learning and forgetting

• phase one: learn nonsense syllables and 
recite to criterion

• phase two: lists relearned after a delay 
period

• Murre & Dros (2015) replicated this work

• key idea: forgetting decreases over time, 
i.e., you forget a lot initially and less and 
less over time



Bartlett’s re-membering metaphor

• Bartlett proposed a reconstructive view 
of memory 

• two tasks, serial reproduction 
• War of Ghosts: participants wrote down a 

story about indigenous Americans from 
memory; produced predictable schemas as 
more time went on

• Bergman & Roediger (1999) replicated the 
broad pattern

• L’Portraite D’homme: participants 
reproduced a mask drawing from memory; 
their drawings became more face-like over 
time

• Carbon & Albrecht (2012) were unable to 
replicate this pattern…why?



today’s agenda: long term memory
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how is semantic memory organized?

• account #1: hierarchical network

• Collins and Quillian (1969)

• principle of cognitive economy: 

not storing redundant information 

but organizing taxonomically

• navigating levels in the network 

takes time



account #1: hierarchical network

• testing the model: sentence 

verification task (yes / no)

• is a canary a bird?

• does a canary sing?

• navigating levels in the network 

takes time



account #1: hierarchical network

• response times increased linearly 

as a function of how many “levels” 

had to be traveled to retrieve that 

information



account #1: hierarchical network

• problems:

• typicality effects: people responded 

faster to “robin is a bird” than “vulture 

is a bird” when the model predicts no 

difference in response times

• “no”/false response times were 

different depending on the items 

“butterfly is a bird” was slower than 

“monkey is a bird”



account #2: feature comparison model

• account #2: feature comparison model

• Smith, Shoben, & Rips (1973)

• distributed representation of each concept 
along a set of features/dimensions

• defining features: all birds have wings

• characteristic features: only some birds fly 

• overlap between features determined 
response times

• was able to explain typicality effects, false 
RTs, etc. 



account #2: feature comparison model

• positives:

• changed how concepts could be 

represented, i.e., a distributed 

representation 

• the beginning of mathematical modeling 

of words, language, neural networks!

• problems:

• what are the features?! 

• how are they learned?!



account #3: non-hierarchical network 

• account #3: non-hierarchical network 

• Collins and Loftus (1975)

• concepts are organized in a semantic 

network, with connections being 

weighted by semantic similarity 

• less constrained account, but how do 

we learn these similarities and 

connections?!



testing semantic knowledge

• the closer two concepts are in 

semantic memory, the more likely 

they are to activate one another

• general paradigm: priming = prior 

processing can influence how 

information is accessed or retrieved

• semantic priming: when priming tasks 

are used to test semantic memory 



semantic priming

• semantic priming tasks involve 

presenting a prime that may be related / 

unrelated to the upcoming target word 

• lexical decision task: deciding whether a 

target word is a word/non-word

• relatedness judgment task: deciding 

whether two words are related or 

unrelated

• processing a related word speeds up or 

facilitates processing of the target word

LION

TIGER

WORD/NONWORD?

FLIRP

TIGER

WORD/NONWORD?



how far does activation spread?

• mediated priming has been 

shown for items that do not 

seem to share a direct 

relationship, e.g., lion-stripes in 

pronunciation (Balota & Lorch, 

1986) and lexical decision 

tasks (McNamara & Altarriba, 

1988) 535
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how far does activation spread?

• potential limitations/issues:

• how do we know how close or 

far concepts are from one 

another?
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distant semantic priming

• using computational models of 

semantic memory to estimate 

“path lengths” between words

Kumar, Balota, & Steyvers (2021)
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Hybrid Correlation Network



ROYALTY

PREDATORS

CLOTHING

Hybrid Correlation Network



next class

• cognitive limitations
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