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PSYC 2040

W5: Categorization



Thursday’s class



quiz questions



lingering question

• can we use studies from outside class when discussing empirical 

evidence in exams? 



categorization

• why do we categorize things? 

• how do we categorize things?



cognitive benefits

simplifies 
interpretation

recognize 
with 

minimal 
input

reduces 
relearning

fewer 
demands 
for new 

exemplars

facilitates 
induction

predictions 
based on 

prior 
knowledge

provides 
organization

structures 
knowledge



terminology

• category: group of objects that 

have something in common

• exemplar: an instance or 

member of a category

• concept: mental 

representations of concepts



activity: cartoon face experiment

• you did the faces experiment before class

• discuss

• how did you do the task? 

• was there anything special about MacDonalds or Campbells?



Nosofsky (1991) experiment

• training phase: classify cartoon faces

• MacDonalds and Campbells

• test phase: 

• classification: classify faces and rate 

confidence

• recognition: provide old/new judgments



how do we classify/categorize?

training test

MacDonalds

Campbells

MacDonald

Campbell

OR



classifying faces

• faces defined on two dimensions: 

eye separation and mouth height

• can you differentiate between 

MacDonalds and Campbells?

• what about the TEST face, is it a 

MacDonald or Campbell?



training

• xi denotes the ith exemplar presented 

during training

• each exemplar can be defined along m 

dimensions
[-1.025, 0.493, 0.048, -0.666] [-0.172, -0.557, 0.337, 

0.163]

xi xj



training

• Nosofsky (1991) varied the faces along 

4 features (nose length, eye separation, 

etc.) such that there was a clear 

separation between the two classes 

(MacDonalds and Campbells)

• these features are often referred to as 

dimensions and can be placed in a 

multi-dimensional space

feature face 1 face 2

eye 
height

23.5 19.5

eye 
separation

21.5 11.5

nose 
length

13.5 18

mouth 
height

16.5 12

[-1.025, 0.493, 0.048, -0.666] [-0.172, -0.557, 0.337, 
0.163]

xi xj



training

• Nosofsky (1991) varied the faces along 

4 features (nose length, eye separation, 

etc.) such that there was a clear 

separation between the two classes 

(MacDonalds and Campbells)

• these features are often referred to as 

dimensions and can be placed in a 

multi-dimensional space

[-1.025, 0.493, 0.048, -0.666] [-0.172, -0.557, 0.337, 
0.163]

xi xj



similarity

• the similarity between any two items 

(xi and xk) can be calculated using their 

coordinates in the multidimensional space

• this requires two steps:

• calculating the Euclidean distance d𝑖𝑘 between 

the items i and k

• translating distance to similarity through an 

exponential function

𝑑𝑖𝑘 =
2

෍

𝑚

|𝑥𝑖𝑚 − 𝑥𝑘𝑚|2

[-1.025, 0.493, 0.048, -0.666]

xi

[-0.172, -0.557, 0.337, 
0.163]

TEST (xk)

𝑠𝑖𝑘 =  𝑒−𝑐𝑑𝑖𝑘



theories of categorization

• prototype theory

• the concept is a single, abstract representation

• people create “general” representations of concepts to which new examples are 
compared

• these representations may have never actually been encountered

• exemplar theory

• the concept is a collection of all exemplars

• people compared the presented item to all previously experienced items to 
compute “similarity”

• every exemplar has been actually encountered and stored in memory



prototype model: description

• during training, all exemplars are 

“averaged” to form a prototype

• during test, the prototypes for each 

class are activated in proportion to 

their similarity to the test item

• the probability of responding with one 

label vs. another depends on 

whichever prototype is more 

activated

pm =[-.818, • 134, .240, .010] pc = [.568, -.350, -.177, .226]

[-1.025, 0.493, 0.048, -0.666]

[-0.172, -0.557, 0.337, 0.163]

[……….]

[……….]

[-1.025, 0.493, 0.048, -0.666]

[-0.172, -0.557, 0.337, 0.163]

[……….]

[……….]

𝑠𝑝𝑚
=  𝑒−𝑐𝑑𝑝𝑚𝑥𝑘

𝑃 𝑀𝑎𝑐𝐷𝑜𝑛𝑎𝑙𝑑 =
𝑠 𝑝𝑚

𝑠 𝑝𝑚 + 𝑠 𝑝𝑐

𝑠𝑝𝑐
=  𝑒−𝑐𝑑𝑝𝑐𝑥𝑘

MacDonalds Campbells

𝑥𝑘



activity: prototype model

• explore the prototype 

spreadsheet

• review how the prototype is 

generated and similarity to the 

test item is calculated using 

the prototype

• what decision would you make 

about this particular test face?

https://docs.google.com/spreadsheets/d/1jH-1l8moXLQ-p0H-FSNNmEw3hYOZPheC2KHgcCN-Ez8/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1jH-1l8moXLQ-p0H-FSNNmEw3hYOZPheC2KHgcCN-Ez8/edit?usp=sharing


theories of categorization

• prototype theory

• the concept is a single, abstract representation

• people create “general” representations of concepts to which new examples 

are compared

• exemplar theory

• the concept is a collection of all exemplars

• people compared the presented item to all previously experienced items to 

compute “similarity”



exemplar model: description

• during training, people store 
individual examples into memory 

• during test, the training items are 
activated in proportion to their 
similarity to the test item

• the probability of responding with 
one label (MacDonald) vs. another  
(Campbell) depends on the sum of 
these activations

training test

MacDonalds >> Campbells



exemplar model: test

• when a new item (xk) is presented,  

each training item is activated in 

proportion to its similarity to the test 

item

training test



exemplar model: similarity

• explore the exemplar spreadsheet

• report back which face has the highest and 
lowest similarity to the test item

• exemplar xi is activated in proportion to its 
similarity to test item xk

𝑑𝑖𝑘 =
2

෍

𝑚

|𝑥𝑖𝑚 − 𝑥𝑘𝑚|2

[-1.025, 0.493, 0.048, -0.666]

xi

[-0.172, -0.557, 0.337, 
0.163]

TEST (xk)

𝑠𝑖𝑘 =  𝑒−𝑐𝑑𝑖𝑘

https://docs.google.com/spreadsheets/d/1RcsMaxpQkWg01Gbius20wh4U9uuOtv0DUWzMxltrI9I/edit?usp=sharing


exemplar model: test

• when a new item (xk) is presented,  each 

training item is activated in proportion to its 

similarity to the test item

• activations of each exemplar in a class are 

added up to produce total activation for the 

class

• the probability of classifying the new test 

item is determined by whichever class has 

higher total activation

𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑀𝑎𝑐𝐷𝑜𝑛𝑎𝑙𝑑 =  ෍

𝑘 ∈ 𝑀𝑎𝑐𝐷𝑜𝑛𝑎𝑙𝑑

𝑠𝑖𝑘

𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝐶𝑎𝑚𝑝𝑏𝑒𝑙𝑙 =  ෍

𝑘 ∈𝐶𝑎𝑚𝑝𝑏𝑒𝑙𝑙

𝑠𝑖𝑘

𝑃 𝑀𝑎𝑐𝐷𝑜𝑛𝑎𝑙𝑑 =
𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑀𝑎𝑐𝐷𝑜𝑛𝑎𝑙𝑑

𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑀𝑎𝑐𝐷𝑜𝑛𝑎𝑙𝑑 + 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝐶𝑎𝑚𝑝𝑏𝑒𝑙𝑙



reviewing the evidence

• both exemplar and prototype models have a proposal for how a 

classification decision may be reached, i.e., they can predict 

classification decisions given a set of examples and a new test item

• they are both process/computational models

• we also have a large dataset of classification decisions from human 

participants who did this experiment

• how can we compare the two models?



exemplar vs. prototype model?

• the exemplar model performed 

better than the prototype 

model in predicting human 

classification decisions



other types of categories

• taxonomic / hierarchical categories

• thematic categories

• ad hoc categories



categorization and aging

• older adults relied to a greater 

degree on generalized (prototype) 

category representations than young 

adults

paper

https://pmc.ncbi.nlm.nih.gov/articles/PMC10074256/


exemplar vs prototype learners



exemplar models & instance theory

• exemplar models are derived from a 

process-oriented theory of memory and 

cognition, “instance theory”

• instance theory uses a general framework 

for cognitive processing, where ‘instances’ 

are defined, encoded, and retrieved

• the framework has been applied beyond 

memory processes, to account for many 

phenomena such as associative learning, 

language, eyewitness identification, etc.



instance theory: key assumptions

• all experiences are encoded as “traces” 

in memory, and capacity for traces is 

very larger / unlimited

• “traces” can capture many different 

aspects or properties of an experience

• retrieval is driven by the overlap between 

the current experience and its similarity 

to traces of previous experiences

true experience

[-1.025, 0.493, 0.048, -0.666]

trace



MINERVA 2

• MINERVA 2 (Hintzman, 1984; 1986; 
1988) is a computational model of 
memory based on instance theory

• MINERVA 2 has been applied more 
broadly to cognitive phenomena
• associative learning (Jamieson et al., 

2010)

• semantic memory (Jamieson et al., 
2018)

• sequence learning (Jamieson & 
Mewhort, 2009)

• false memory (Arndt, 1998)



instance theory: limitations

• rule-based categorization

• hierarchical 

knowledge/processing?

• inferences/induction

• capacity limitations and 

levels of analysis



alternative domain-general models

• the appeal of instance theory is its broader application to more than 

one instance/facet of cognition

• however, this is one theory: other such theories exist that do not rely 

on exemplar storage and retrieval mechanisms

• domain-specific models

• error-driven models (more next week: language!)

• inferential models (social cognition week)



next class

• Dr. Channing Hambric
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