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what makes something a language?



traditional properties of human language

• individual units combine to form larger unitsdiscreteness

• a set of rules that govern how units are combinedgrammar

• being able to use language to talk about events in the past and futuredisplacement

• talk about language itselfreflexivity

• no strong relationship between form and meaningarbitrariness

• we invent new words, can create infinite new ideas/conceptsproductivity

• we learn the language of the culture we are embedded incultural transmission

https://www.youtube.com/watch?v=_1FY5kL_zXU 

https://www.youtube.com/watch?v=_1FY5kL_zXU


traditional components of human language

• phonetics: speech sounds

• phonology: relationship between letters and 
sounds (phonemes)

• morphology: smallest meaningful units in speech 
and writing (words / suffixes / prefixes)

• syntax: set of rules that govern a given language 
(grammar)

• semantics: the way language conveys meaning

• pragmatics: relationships between context and 
language use



learning

• how do you think you learned language?



mechanisms of language learning

• statistical regularities / co-occurrences

• prediction

• form to meaning mappings

• social inference



Skinner vs. Chomsky

• Skinner: language was a learned 

behavior (1957)

• Noam Chomsky: language is a result 

of innate capacities (1959)



testing the claims

• how can we test the merit of these claims?

• some possible methods (not exhaustive):

• find natural exceptions

• teach language to an animal

• find neurological exceptions/examples

• examine language learning in infants

• create an artificial language model



some early evidence

• Genie the feral child

• language “universals”

• neurological evidence

• critical period

• brain areas (Broca/Wernicke)

• language & thought

• Nim Chimpsky



learning language

• human speech signals are extremely 

complex

• proposal: humans extract statistical 

regularities from natural language (and the 

environment)

• observing which sounds go together or co-

occur gives us information about the 

sounds that make up specific words



activity debrief

• you heard a 2-minute sequence of sounds from an artificial language 

(close your eyes for this part)

• you were then played “words” or “non words” and had to judge 

whether you’d heard that word before or not



measuring chance performance

• 16 items were shown to you

• if you were guessing throughout, what would be the mean number of 

items you would guess correctly?



Saffran, Aslin & Newport (1996)

pre-tty 
ba-by
a-te

po-ta-to

words

tty-ba
by-a
te-po
to-ba

part-words

re-ly
ca-so
mo-du
si-ma

novel items

heard 
sounds

never heard 
sounds

E1: words vs. novel items

E2: words vs. part-words

example speech heard:

prettybabyatepotatoprett
yfloweryummypotatobaby
lovemamapotatoisbrown

tracking co-occurring 
sounds:

prettybabyatepotatoprett
yfloweryummypotatobaby
lovemamapotatoisbrown



Saffran, Aslin & Newport (1996)

bu-la-do 
bi-go-ku

do-bi-go
ti-ba-ta

words part-words

re-ly
ca-so
mo-du
si-ma

novel items

heard 
sounds

never heard 
sounds

E1: words vs. novel items

E2: words vs. part-words

example speech heard:

buladobigokudatibatadup
abigokubuladodatibabula
dobigokudatibatadupabig
okubuladodatiba



• sounds played in the artificial language 

had different transition probabilities

• “words”: pre – tty 

• “part words”: tty—ba

• “novel items”: mo-du

• E1: testing words vs. novel items

• E2: more difficult test, comparing 

words (higher transition probabilities) 

and part-words (lower but non-zero 

transition probabilities)

Saffran, Aslin & Newport (1996)



from artificial to natural language

• Pelucchi, Hay, & Saffran (2009) tested 

English-learning 8-month-old infants with 

Italian speech

• familiarization followed by test trials



statistical learning in animals



learning from co-occurrence

• meaning of words is learned based on which words it co-

occurs with in natural language

• “you shall know a word by the company it keeps” (Firth, 1957) 

• co-occurrence can be defined in two ways:

• direct: if words occur together in the same context (e.g., eat-

food, sit-chair, etc.)

• indirect/shared: if words occur in similar contexts (e.g., 

strawberries are red, apples are red)

• co-occurrences = statistical regularities and can extend to 

any type of input (tones, figures, words, etc.)



learning from co-occurrence

• Savic et al. (2022) had participants read 
sentences with novel and familiar words

• novel words co-occurred with familiar 
words (direct or indirect)

• participants tested in a semantic 
priming experiment 

• novel – familiar words were paired 
based on whether the pairs were 
related or unrelated and whether there 
was direct/indirect co-occurrence

related unrelated

direct dodish-horse foobly-horse

indirect/shared geck-horse mipp-horse



semantic priming and co-occurrences

• reaction time to identify targets was faster 
when they were preceded by novel 
pseudowords/primes with which they 
directly co-occurred or shared co-
occurrence in training 

• pattern did not differ for direct and indirect 
co-occurrences

• inference: co-occurrences in natural 
language can drive semantic integration of 
new words



developmental evidence

• “silly stories” told by a 

character, “Jimmy,” who 

sometimes uses “silly words.”

• sentence completion and label 

extension task

Savic et al. 2023



developmental evidence

• children and adults form 

semantic links based on 

exposure to co-occurrence 

regularities

• differences in the formation of 

links based on shared co-

occurrence

Savic et al. 2023



developmental evidence

• formation of shared co-

occurrence links linked to 

maturation 



labels to referents: cross-situational statistics

• mapping labels (“ball”) to the object 
is difficult as multiple objects may be 
in view when the label is used

• Smith and Yu (2008) showed that 
12- and 14-month-old infants resolve 
this uncertainly by combining 
statistics across situations



labels to referents: cross-situational statistics

• infants first “studied” referents and novel word labels

• infants were tested by playing a sound and then 

displaying the target referent and a distractor 4 times 

and recording looking times

• key finding: infants looked reliably longer to the target 

than to the distractor 

• inference: infants were able to identify label to referent 

mappings by tracking cross situational statistics

BOSA

COLAT

BOSA

FORI



why track statistics?

• infants are not required to or motivated by reward to track statistics, 

so why do they do it?

• possible hypotheses:

• infants want to communicate with their caregivers 

• infants want to generate predictions about the environment



statistical learning and prediction

• Stahl & Feigenson (2017) tested 3- to 

6-year-old children in an experiment 

where novel labels (blick) were 

mapped to actions in expected or 

violation conditions

• expected : toy in the expected location

• violated: toy in the unexpected location

• learning was maximized when children 

were surprised by the outcomes



statistical learning and curiosity

• statistical learning may also inform what 

to learn about in the first place

• curiosity may be particularly important in 

creating learning opportunities and 

minimizing uncertainty in the environment



statistical learning and curiosity

• Sim & Xu (2017) tested 13-month-old 

infants in a violation of expectation (VOE) 

and crawling paradigm

• conditions: 

• control condition (experimenter looked into 

the box before drawing out the balls) or 

sampling (no looking)

• draw: could be “uniform” or “variable”

• two experiments: looking time (VOE) vs. 

touching/reaching time (crawling)



statistical learning and curiosity

• Sim & Xu (2017) showed that 13-month-

old infants preferentially explore sources 

of unexpected events



review of findings/inferences

• we track statistical regularities

• we learn from prediction error

• we are inherently curious and want to reduce uncertainty



next class

• more on language learning (and models)
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