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today’s agenda: language learning

• statistical regularities / co-occurrences

• prediction

• form to meaning mappings

• social inference



why track statistics?

• infants are not required to or motivated by reward to track statistics, 

so why do they do it?

• possible hypotheses:

• infants want to generate predictions about the environment

• infants want to communicate with their caregivers 



statistical learning and prediction

• Stahl & Feigenson (2017) tested 3- to 

6-year-old children in an experiment 

where novel labels (blick) were 

mapped to actions in expected or 

violation conditions

• expected : toy in the expected location

• violated: toy in the unexpected location

• learning was maximized when children 

were surprised by the outcomes



statistical learning and curiosity

• statistical learning may also inform what 

to learn about in the first place

• curiosity may be particularly important in 

creating learning opportunities and 

minimizing uncertainty in the environment



statistical learning and curiosity

• Sim & Xu (2017) tested 13-month-old 

infants in a violation of expectation (VOE) 

and crawling paradigm

• conditions: 

• knowledge: control condition (experimenter 

looked into the box before drawing out the 

balls) or sampling (no looking)

• draw: could be “uniform” or “variable”

• two experiments: looking time (VOE) vs. 

touching/reaching time (crawling)



statistical learning and curiosity

• Sim & Xu (2017) showed that 13-month-

old infants preferentially explore sources 

of unexpected events



review of findings/inferences

• we track statistical regularities

• we learn from prediction error

• we are inherently curious and want to reduce uncertainty



activity debrief

• think back to the language experiment you did

• you were shown sentences from a language with 
27 words

• you then judged whether pairs of words could 
have been from the language or not

• now, think back to all the words and try to see if 
you can create a semantic network from them

• words you think are more related have direct links



activity debrief: arrange on the board

• jhool

• kha

• ladka

• baagh

• masal

• hiran

• dekh

• seengh

• chori 

• ber

• gaddi

• bhayankar

• soongh

• ega

• komal

• tez

• qalabaz

• kela

• bhaag

• shikar

• pakad

• bandar

• hil

• nariyal

• gabbar

• svaadisht

• suraj



english to hindi translations!

• tarzan = suraj

• jane = chori

• boy = ladka

• cheetah = baagh

• chimp = banmanush

• rhino = gainda

• bigfoot = gabbar

• junglebeast = hiran

• coconut = nariyal

• banana = kela

• berries = ber

• jeep = gaddi

+ fierce = bhayankar

+ yummy = svaadisht

+ soft = komal

+ quick = tez

+ acrobatic = qalabaz

+ will = ega

+ flee = bhaag

+ hunt = shikaar

+ chase = pakad

+ squish = masal

+ move = hil

+ eat = kha

+ see = dekh

+ smell = soongh

+ swing = jhool



language model demo

• code notebook

https://drive.google.com/file/d/1RQ3oGHUluuJzfHFJi-mLCJrQHO7d3EmF/view?usp=sharing


training a language model



large language models

• large language models are typically “trained” on large 
databases of text (e.g., Wikipedia, Google News, etc.) + 
other sources (images, speech, etc.) and then finetuned 
using human annotations and feedback

• algorithm: prediction-based 

• after training, we can look under the hood at what 
semantic ‘representations’ the models have acquired

• these representations are usually a collection of 
numbers but they are meaningfully related to each 
other in a high-dimensional space 
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key concepts

•  word representations / embeddings 

•  dimensionality

•  semantic similarity / cosine similarity
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dimensions and similarity

LIONTIGER

ELK

dimension 2
(e.g., prey-ness)

dimension 1 
(e.g., predator-
ness)

lions are tigers are carnivorous predators

a group of lions is called a pride

tigers have stripes

lions and tigers hunt deer and elk

elk and deer are herbivores



language models: a timeline



the wins of language models

• truly start from “scratch”

• dispel the need for hard-wiring many 

abilities by showing “emergent” 

behavior

• have widespread applications

• will pass the traditional Turing test: 

fooling a human



potential concerns: data

• the size of the corpora that models 

are trained on is 1000 times more 

than the input available to children

• most models are based on the 

English language (Bender rule)

• most advanced models learn from 

data AND fine-tuned human 

feedback



potential concerns: biases and costs

• they learn stereotypes and biases

• there are sizeable costs to the 

environment and climate of training 

these models

• ethics of training models using 

unaccounted human labor and 

intellectual property



potential concerns: thinking & reasoning

• the models often fail on logical 

reasoning and thinking tasks

Mahowald, K., Ivanova, A. A., Blank, I. A., Kanwisher, N., 

Tenenbaum, J. B., & Fedorenko, E. (2023). Dissociating 

language and thought in large language models: a cognitive 

perspective. arXiv preprint arXiv:2301.06627.



review of findings/inferences

• we track statistical regularities

• we learn from prediction error

• we are inherently curious and want to reduce uncertainty

• it is possible to teach language “from scratch”



form and meaning

• arbitrariness: there is no connection 
between the form of a specific word 
and its meaning

• non-arbitrariness: aspects of a word’s 
meaning or grammatical function can 
be predicted from aspects of its form

• iconicity: perceptuomotor analogies 

• onomatopoeia

• ideophones

• systematicity: a statistical relationship 
between the patterns of sound for a 
group of words and their usage

paper

http://dx.doi.org/10.1016/j.tics.2015.07.013
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form and meaning

• participants were shown either a 

word/pseudoword and asked to 

pick related pseudoword/word

• higher the cosine similarity 

between the model-produced 

related pseudoword and the 

target word, the higher the 

proportions of judgements aligned 

with the prediction of the model

paper

https://doi.org/10.1016/j.cognition.2024.105882


why have both?

• non arbitrariness

• systematicity helps with category 

learning and categorization

• iconicity helps with word learning and 

communication

• arbitrariness

• efficiency and discriminability

• communicate about concepts for which 

perceptual grounding is lacking



review of findings/inferences

• we track statistical regularities

• we learn from prediction error

• we are inherently curious and want to reduce uncertainty

• it is possible to teach language “from scratch”

• human language leverages form-meaning mappings



The Octopus Test, Bender and Koller (2020)

• Imagine that person A and B are independently stranded on two deserted 

islands, but they can communicate with each other via an underwater cable 

and often send text messages in English to each other. Without either 

person A or B's knowledge another entity O (a very clever octopus) who 

cannot speak English but has a very advanced knowledge of statistics and 

pattern matching starts listening to their conversation. After some time, O 

decides to cut the wire so that it can speak directly to each person. The 

question is, could O have learned enough from the form (the text 

messages) so that neither person knows that anything has changed?



The Octopus Test, Bender and Koller (2020)



the path forward

• situating language within the 
broader conversation about human 
intelligence

• linguistic: sign language, prosody

• non-linguistic: 
• multimodal input

• “intuitive physical reasoning”

• interactive/social learning

• “intuitive psychology”



next class

• midterm review

• complete practice midterm before Tuesday
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