
DATA ANALYSIS
Week 10: Modeling Relationships



logistics

- now available: formula spreadsheet! all formulas + links in one place

https://docs.google.com/spreadsheets/d/1BZOKjp445lWvCUyMGHy9GyU1NinE0xbhUpiEgTr_iM8/edit?usp=sharing


logistics

- midterm 2 is creeping 

up on us! 

- weeks 7-11 content 



today’s 
agenda

class survey discussion

hypothesis testing review

hypothesis testing for 
regression



W10 Activity 1: 
hypothesis testing 
review
- activity doc

- describe (and/or calculate) the…

- key variable(s) & research question

- sample and population

- sample statistic

- null & alternative hypothesis

- sampling distribution

- critical region, test statistic, p-value

- statistical significance

- type I and type II error

- power 

- effect size

correlation = −0.60 (all fields)
sample size = 30 (all fields)

https://doi.org/10.1126/science.1261375 

“We surveyed faculty, postdoctoral fellows, 
and graduate students (N = 1820) from 30 
disciplines (12 STEM, 18 SocSci/Hum) (table 
S1) at geographically diverse high-profile 
public and private research universities 
across the United States”

https://docs.google.com/document/d/1TMP_O9RHXL89f-VV04o7lAPgY1i96gzQ_lYtlQxlvv4/edit?usp=drive_link
https://doi.org/10.1126/science.1261375


lingering question



lingering question

- the t-distribution has fatter tails than the 

normal distribution

- as n increases, the t-distribution approaches 

the normal distribution

- so, with greater sample size, there is less 

data in the tail

- to get to the critical threshold value, we look 

at the 5% cut off, but that cutoff has to be 

moved in as there is less data in the tails! 

- i.e., the threshold value decreases 



review: linear regression

- linear regression attempts to find the 

equation of a line that best fits the data, 

i.e., a line that could explain the variation 

in one variable using the other variable

- Y = bX + a + error

- slope: 𝑏 =  𝑟
𝑠𝑦

𝑠𝑥

- intercept: 𝑎 = 𝑀𝑦 − 𝑏𝑀𝑥



review: model fit

𝑀𝑦

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑜𝑟 𝑆𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑜𝑟𝑆𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 =  ෍(𝑌 − 𝑀𝑦)2

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  ෍(𝑌 − ෠𝑌)2

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 =  σ( ෠𝑌  − 𝑀𝑦)2 

(𝑋𝑖,𝑌𝑖)𝑌𝑖

𝑋𝑖

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 denotes the difference, i.e., the error that our line is able to explain 
vs. what was left over from the mean!

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 denotes the total error left over after the mean has been fit to Y

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 denotes the error left over after the line ෠𝑌 = 𝑎 +  𝑏𝑋  has been fit

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

model fit is assessed relative to the mean, i.e., how much better did we do 
compared to the mean model?

data = model + error
data = (𝑎 +  𝑏𝑋) + error
𝑌 = ෠𝑌 + error



two measures of goodness/errors

- coefficient of determination (R2): percentage of variance 

explained in Y due to X

- 𝑅2 =
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

- standard error: “average” error left over in Y

- standard error of estimate: 𝑆𝐸𝑚𝑜𝑑𝑒𝑙 =
𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑑𝑓
=

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑛−2

- standard error of correlation: 𝑆𝐸𝑟 = 𝑠𝑟 =
1−𝑟2

𝑛−2

model = mean

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

data

100

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

50

50



overall test of model: ANOVA

- an analysis of variance (ANOVA) tests whether a variable explains 

significantly more variance in another variable than chance

- 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟  

- we can calculate the ratio between the variance explained by the 

model and the variance expected/left over

- if 
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑒𝑟𝑟𝑜𝑟
 is high, the model explains more variance than expected

- if 
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑒𝑟𝑟𝑜𝑟
 is low, the model explains less variance than expected

- typically, we want the “average” variance explained, so we also 

divide this by degrees of freedom

model = mean

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

data

100

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

50

50



F ratio
- The F ratio compares the “average” squared error between model (explained variance) and the 

natural (unexplained) variance (data = model + error)

𝐹 =
𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝑢𝑛𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
=

𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟

- obtaining 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  σ(𝑌 − ෠𝑌)2 and 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 =  σ(𝑌 − 𝑀𝑦)2

- 𝑆𝑆𝑚𝑜𝑑𝑒𝑙= 𝑆𝑆𝑡𝑜𝑡𝑎𝑙−𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = σ( ෠𝑌  − 𝑀𝑦)2

- obtaining 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 and 𝑑𝑓𝑒𝑟𝑟𝑜𝑟  

- k denotes the number of levels of the independent variable OR number of estimated 

parameters

- 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 = 𝑘 − 1 (also called df1 or dfnumerator)

- 𝑑𝑓𝑒𝑟𝑟𝑜𝑟 = 𝑛 − 𝑘 (also called df2 or dfdenominator)

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

50

50



a puzzle

- how many pieces of information do you need to 

definitely guess the color of the traffic light?

- light is not green

- light is not red 

- 2 pieces of information is enough

https://www.youtube.com/watch?v=rATNoxKg1yA 

https://www.youtube.com/watch?v=rATNoxKg1yA


a puzzle

- the mean of quiz scores for 5 students is 9 points.

- what are the scores?

- what if I told you some of the numbers?

- four students’ scores are 8, 10, 8, and 9, what is the score of the fifth student?



degrees of freedom (𝑑𝑓)

- main idea: how many pieces of information are needed to obtain a statistic? 

- mean = 𝑀 =
σ 𝑋

𝑛

- all values in a dataset are needed 

- why? because changing even a single score would change M

- 𝑑𝑓 = 𝑛

- standard deviation = 
σ(𝑋−𝑀)2

𝑛−1
 

- computing M restricts the scores that went into the calculation

- if M is known, you only need to know n-1 scores to find the last score

- only 𝑛 − 1 scores are free to vary once M is known

- for SD, effectively only 𝑛 − 1 deviations are free to vary

- 𝑑𝑓 = 𝑛 − 1



degrees of freedom (𝑑𝑓)

- correlations

- what is needed to calculate 𝑡𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑟 − 𝜌

𝑆𝐸𝑟
? 

- r, which need two means to be estimated (everything else follows)

- 𝑑𝑓 = 𝑛 − 2 for t-distribution of correlations

- another way to think about 𝑑𝑓 : number of estimated parameters



degrees of freedom (𝑑𝑓)

- simple linear regression ( ෠𝑌 = 𝑎 +  𝑏𝑋 where 𝑏 = 𝑟
𝑠𝑦

𝑠𝑥
 and 𝑎 = 𝑀𝑦 − 𝑏𝑀𝑥)

- 𝐹 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟

- 𝑆𝑆𝑚𝑜𝑑𝑒𝑙= σ( ෠𝑌  − 𝑀𝑦)2 

- 𝑘 = 2 total estimated parameters (𝑏 and 𝑎)

- but knowing 𝑏 restricts 𝑎 so we lose one degree of freedom

- 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 = 𝑘 − 1 

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  σ(𝑌 − ෠𝑌)2

- 𝑛 observations and 2 total estimated parameters to compute ෠𝑌 (𝑏 and 𝑎)

- 𝑑𝑓𝑒𝑟𝑟𝑜𝑟 = 𝑛 − 𝑘



interpreting F values

- The F-distribution is a positively skewed distribution

- defined by two parameters (df1 and df2) that determine the exact 

form/shape 

- F-values are typically non-negative: why??

- 𝐹 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟

- 𝐹 = 1: 𝑀𝑆𝑚𝑜𝑑𝑒𝑙 = 𝑀𝑆𝑒𝑟𝑟𝑜𝑟 i.e., the model does not do any better 

than random chance

- 𝐹 > 1: more variance explained by model than random chance

- F ratios are enable us to generalize our models to the population 

(in contrast to R2 and standard error)



step 1: 
state the 

hypotheses

step 2: 
set criteria 
for decision

step 3: 
collect 
data

step 4: 
make a 

decision!

NHST for linear regression (F-test)

𝐻0: 𝛽 = 0

𝐻1: 𝛽 ≠ 0
𝛼 =  .05

find 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 based 
on right tailed test 

and degrees of 
freedom 

𝑑𝑓1 = 𝑘 − 1 
𝑑𝑓2 = 𝑛 − 𝑘 

(1) compute 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

(2) compute 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟

(3) find p-value for F-score

check whether𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 

is beyond 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 and 
p-value < .05. if so, 

reject null hypothesis!



F-test for women dataset

- step 1: state the hypotheses

- H0: 𝛽 = 0, height explains no variance in 

weights for women

- H1: 𝛽 ≠ 0, height explains some 

variance in weights for women

- step 2: set criteria for decision

- 𝛼 =  .05, 𝑘 = 2, 𝑛 = 15

- 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

= 𝐹 𝑘 − 1, 𝑛 − 𝑘 =  𝐹 1, 13 = 4.667

- step 3: collect data

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = 30.23 and 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 3362.93

- thus, 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 = 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = 3332.7

- compute the F-statistic: 

- 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟
=

Τ3332.7 1

Τ30.23 13
= 1433

- compute p-value: 𝑝𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 <  .0001

- step 4: decide! 

- Height explains significantly more variance in 

weights than expected by chance,  𝑏 =

3.45 , 𝐹 1, 13 = 1433, 𝑝 <  .0001.

Sheets solution
video tutorial

https://docs.google.com/spreadsheets/d/1sU1h3I33AweSmHrDTMAShPrs8WWfgRAefMTZ0vWKWVg/edit?usp=sharing
https://drive.google.com/file/d/1ynV0050sH3nLTdXqBjMGGw0NzXQgKcAC/view?usp=drive_link


t and F relationship

- regression test for women dataset

- 𝐹 1, 13 = 1433, 𝑝 <  .0001

- conduct a correlation test for women dataset (𝑟 =  .995, n = 15)

- 𝑟 =  .995, 𝑡(13)  =  37.86, 𝑝 <  .001

- what is 𝑡2 ?

- for the same data, 𝒕𝟐 = 𝑭 !! 

- 𝑡 tests are in original units of the sample statistic, 𝐹 tests are in squared error units



F-tables

- F-tests are typically represented in tables

SS df MS F p-value

regression 3332.7 1 3332.7 1433.02 <.0001

residual 30.23 13 2.33

total 3362.93 14

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

- knowing parts of the F table are sufficient for completing it! 

𝑆𝑆𝑡𝑜𝑡𝑎𝑙



hypothesis tests in R



review: conceptual exam t-test

- step 1: state the hypotheses

- H0: 𝜌 = 0, no correlation between estimate 

and actual score on conceptual exam

- H1: 𝜌 ≠ 0, a correlation between estimate and 

actual score on conceptual exam

- step 2: set criteria for decision

- 𝑡𝑛−2 = 𝑡32 =  𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = ± 2.0369 𝑎𝑡 𝛼 =  .05 

- step 3: collect data

- correlation r = 0.5333009

- compute the standard error for correlation

𝑆𝐸𝑟 = 𝑠𝑟 =
1 − 𝑟2

𝑛 − 2
= 0.1496

- compute the t-statistic: 

- 𝑡𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑟−0

𝑆𝐸𝑟
=

0.5333009

0.1496
= 3.57

- compute p-value: 𝑝𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 = .001

- step 4: decide! 

- estimates significantly correlate with actual scores on 

the conceptual exam,  r = .53, t(32) = 3.57, p = .001



- data

W10 Activity 2: conduct F test

https://docs.google.com/spreadsheets/d/1a0Q2Eq5Js6_OO2e_GiXSy62gs6gY3h381SIcdT6FLzE/edit?usp=sharing


creating F-table

- F-tests are typically represented in tables

SS df MS F p-value

regression

residual

total

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙



practicing connections

- data = model + error 

- most sample statistics and statistical tests 

have the same format

-
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑

- how are these concepts similar? how are they 

different?

- standard deviation

- z-score

- t-test

- F-test



where are we going next?

data  = model + error 

thus far

• data = mean + error

• data = X (interval/ratio) + error

after break

• data = X (interval/ratio/nominal) + error

• data = X + Y + error

• data (NOIR) = model (NOIR) + error



next time

- new data
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