DATA ANALYSIS

Week 10: Modeling Relationships



— logistics

- now available: formula spreadsheet! all formulas + links in one place

E Formula Spreadsheet ¢ &) O B Q-
File Edit View Insert Format Data Tools Extensions Help
Q 6 0 & § 100% -~ $ % 0 00 123 pefaul.. ¥+ —[10|]+ B I = A = H EvivpRivAy o B W VY B =
Al v fir What
A B c D E F

1  |What LPopuIation or Sample Math Notation/Formula Sheets formula Online Calculator Notes
2 = ZX

mean Population N =AVERAGE(data_range)
3 X=M= Z_nx

mean Sample =AVERAGE(data_range)
4 median Both =MEDIAN(data_range)
5 be careful about multiple modes, Sheets will often just return

mode Both =MODE(data_range) the one
6 2o os peghy

variance Population N N =VAR.P(data_range)


https://docs.google.com/spreadsheets/d/1BZOKjp445lWvCUyMGHy9GyU1NinE0xbhUpiEgTr_iM8/edit?usp=sharing

— logistics

- midterm 2 is creeping
up on us!

- weeks 7-11 content
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T: March 25, 2025

Th: March 27, 2025
Su: March 30, 2025
M: March 31, 2025
T: April 1, 2025

Th: April 3, 2025

M: April 7, 2025

T: April 8,2025

Th: April 10, 2025

W10: Modeling Relationships

W10 continued...
Week 10 Quiz due
PS4 due / Opt-out Deadline 2

W11: Special Cases

W11 continued...
PS5 + PS4 revision due

W12: Loose Ends / Exam 2 review

Exam (Midterm) 2



class survey discussion

today’s
agenda

hypothesis testing review

hypothesis testing for
regression



= - “We surveyed faculty, postdoctoral fellows,

W1O Actl‘,lty 1- and graduate students (N = 1820) from 30
u disciplines (12 STEM, 18 SocSci/Hum) (table

S1) at geographically diverse high-profile

hypOtheSis teSting public and private research universities

across the United States”

correlation = —0.60 (all fields)
sample size = 30 (all fields)

- activity doc i A
- describe (and/or calculate) the... & -
50 Neurogci EV‘:BioBiochem

- key variable(s) & research question

Statistics ®
40 Earth Sci L]

- sample and population

Astronomy’ Math
° 3

Enginegring
20 Comp Scie P.hysics

- sample statistic

Art Hist

Psycholo .
Education 4 . il B

- null & alternative hypothesis

- sampling distribution

Comm Studies : ishl i
£ Spanish EnglishLit
logyy Lingu@[ics CoppLite

Percentage of U.S. Ph.D.’s who are female
5

- critical region, test statistic, p-value % reaegosy

e PoliticalSci sics
- statistical significance % ) ——
- type | and type Il error N Bhubiians
= power " 3:2 3.7 42 47 5.2
_ eff eCt Sl Ze (higher ‘Fieslc'lhiPe“:mg?eaa?e“rity |::‘E"e?son brilliance)

Fig. 1. Field-specific ability beliefs and the percentage of female 2011 U.S. Ph.D!s in (A) STEM and
(B) Social Science and Humanities.

https: L.org/10.112 lence 126137


https://docs.google.com/document/d/1TMP_O9RHXL89f-VV04o7lAPgY1i96gzQ_lYtlQxlvv4/edit?usp=drive_link
https://doi.org/10.1126/science.1261375

— lingering question

As the sample size gets larger, how does the threshold of the correlation value that is needed for us to obtain a
statistically significant result change?

There is no consistent relationship between sample size and the critical value for a significant correlation.
It stays constant
The correlation threshold gets smaller

The correlation threshold gets larger



question

the t-distribution has fatter tails than the
normal distribution

as n increases, the t-distribution approaches
the normal distribution

so, with greater sample size, there is less
data in the talil

to get to the critical threshold value, we look
at the 5% cut off, but that cutoff has to be
moved in as there is less data in the tails!

l.e., the threshold value decreases




review: linear regression

attempts to find the

equation of a that , 160 4
l.e., a line that could explain the variation
in one variable using the other variable

<
(@)]
- Y=bX+a+error g

S
- slope:h = r =

Sx

- intercept: a = M), — bM,

60 64 68 72
Height



review: model fit

(@)
160
Yi (XI, Yl,) @SSerror OrSSresidual
150
140 1 My /6 SSmodel OT SSregression
5
130
120 1
0 i
i
60 64 68 72
Height

data = model + error
data = (a + bX) + error

A~

Y =Y + error

denotes the total error left over after the mean has been fitto Y

SS.rror denotes the error left over after the line ¥ = a + »X has been fit

SSerror Z(Y o ?)2

SSmoaer denotes the difference, i.e., the error that our line is able to explain
vs. what was left over from the mean!

SSmodel = Z(? - My)z

model fit is assessed relative to the mean, i.e., how much better did we do
compared to the mean model?

SSmodel + SSerror



two measures of goodness/errors

data

100

- coefficient of determination (R?): percentage of variance

explained in Y due to X SStotal

. p2 — 3Smodel
SStotal

- standard error: “average” error left overin Y

i SS SS 100 SS;ota
- standard error of estimate: SE,;,,4e1 = /% — / :irzor SStotat

1—1r?

- standard error of correlation: SE; = s, = _[—




— overall test of model: ANOVA

data

- an analysis of variance (ANOVA) tests whether a variable explains
significantly more variance in another variable than chance

- SStotal = SSmodet + SSerror

- we can calculate the ratio between the variance explained by the
model and the variance expected/left over

- jf Bmodel jg high, the model explains more variance than expected

error
100 SSiota

. SS . . .
- if =medel i5 Jow, the model explains less variance than expected

SSBTTOT

- typically, we want the “average” variance explained, so we also
divide this by degrees of freedom




100 SSiotw

— Fratio

- The F ratio compares the “average” squared error between model (explained variance) and the
natural (unexplained) variance (data = model + error)

explained variance MSodet SSmodet/ Afmodet
unexplained variance  MS o SSerror! A error

- obtaining SS,,,,qe; and SSepor
= SSerror = 2(Y — Y)Z and 55,4 = (Y — MJ/)Z
= SSmodel= SStotal=SSerror = Z(Y - My)z

- obtaining df;,,0qe1 @and df,rror

- k denotes the number of levels of the independent variable OR number of estimated
parameters

- dfmoder = k — 1 (also called df; or df,,merator)
- dferror = n — k (also called df, or dfyenominator)



a puzzle

how many pieces of information do you need to
definitely guess the color of the traffic light?

light is not green

light is not red

2 pieces of information is enough

https://www.voutube.com/watch?v=rATNoxKgiyA



https://www.youtube.com/watch?v=rATNoxKg1yA

a puzzle

the mean of quiz scores for 5 students is 9 points.

what are the scores?

what if | told you some of the numbers?

four students’ scores are 8, 10, 8, and 9, what is the score of the fifth student?



— degrees of freedom (df)

- main idea: how many pieces of information are to obtain a statistic?

X
- mean=M=ZT

- allvalues in a dataset are needed
- why? because changing even a single score would change M

- df =n
- standard deviation = Z(i;_lf)z
- computing M that went into the calculation

- if Mis known, you only need to know n-1scores to find the last score
- onlyn—1 scores are free to vary once M is known
- for SD, effectively only n — 1 deviations are free to vary

- df=n-1



— degrees of freedom (df)

- correlations

- what is needed to calculate t, pserpeq = 7
T

- r, which need two means to be estimated (everything else follows)

- df = n — 2 for t-distribution of correlations

- another way to think about df : number of



— degrees of freedom (df)

- simple linear regression (Y = a + bX where h =r ~and a = M,, — b M,)

- F = MSmodel — SSmodel/dfmodel
MSerror SSerror/Aferror

- SSmodel= Z(? - My)z

- k = 2 total estimated parameters (b and a)

- but knowing b/ restricts a so we lose one degree of freedom
- dfmoder =k —1
- SSerror = LY — ¥)?
- nobservations and 2 total estimated parameters to compute ¥ (» and a)
- dferror =n—k



Interpreting F values

The F-distribution is a distribution

defined by two parameters (df; and df,) that determine the exact
form/shape

F-values are typically non-negative: why??

- F = MSmodel — SSmodel/dfmodel
MSerror SSerror/dferror
- F =1:MS,,,4e1 = MS,or 1.€., the model does not do any better

than random chance

- F > 1: more variance explained by model than random chance

F ratios are enable us to generalize our models to the population
(in contrast to R? and standard error)




NHST for linear regression (F-test)

step 1: step 2: step 3: step 4:

state the set criteria collect make a
hypotheses for decision data decision!
Hy: B =0 a= .05 (1) compute SSimoger @Nd SSerror check whetherF, ,sorved
Hi:B#0 find F_piticq; based MS is beyond Fiticq; @and
on right tailed test (2) compute Fypservea = 3,022 p-value < .05. if so,
and degrees of e reject null hypothesis!
freedom (3) find p-value for F-score

dfy =k -1
df, =n—k



160 4

1501

Weight

1301

—  F-test for women dataset

60 64 68 72
Height

- step 1: state the hypotheses - step 3: collect data

- Ho: B = 0, height explains no variance in - SSurror = 30.23 and SS;,pq; = 3362.93

weights for women - thus, SS;ude1 = SStotar — SSerror = 3332.7

- Hy: heigh lai ot
#f # O, height explains some - compute the F-statistic:

variance in weights for women

_ MSmodel _ SSmodel/dfmodel _ 3332-7/1

- step 2: set criteria for decision = Fobservea =5 = o an = 3023/13 — 1433
- a= .05k=2,n=15 - compute p-value: pypserveqa < 0001
- Feritical - step 4: decide!

=F(k—1n—k)= F(1,13) = 4667 - Height explains significantly more variance in

weights than expected by chance, b =
3.45,F (1,13) = 1433,p < .0001.

heet lution
video tutorial



https://docs.google.com/spreadsheets/d/1sU1h3I33AweSmHrDTMAShPrs8WWfgRAefMTZ0vWKWVg/edit?usp=sharing
https://drive.google.com/file/d/1ynV0050sH3nLTdXqBjMGGw0NzXQgKcAC/view?usp=drive_link

— tand F relationship

regression test for women dataset

- F(1,13) = 1433,p < .0001

conduct a correlation test for women dataset (r = .995, n =15)

- r = .995,¢(13) = 37.86,p < .001

what is t2?

for the same data, t? = F !!

t tests are in original units of the sample statistic, F tests are in squared error units



F-tables

- F-tests are typically represented in tables

SSodel  FEGression 3332.7 3332.7 1433.02 <.0001
SSerror residual 30.23 13 2.33
SSiotqr toftal 3362.93 14

- knowing parts of the F table are sufficient for completing it!



hypothesis tests in R

data("women™) Coefficients:
View(women) Estimate Std. Error t value Pr(>1tl)

(Intercept) -87.51667 5,93694 -14.74 1.71e-Q9 ***
weight_model = lm(data = women, weight ~ height) ‘height 3.45000| |0.09114 37.85 1.09e-14 ***
summary(weight_model) -
car: :Anova(weight_model) Signif. codes: @ ‘***’ @ Q01 ‘**’ @.01 ‘*’ 0.05 ‘.’ 0.1 ¢’ 1

Anova Table (Type II tests)

Sum Sq Df F value Pr(>F)
height  3332.7 1 1433 1.091e-14 ***
Residuals 30.2 13

SSmoger IV 3332.7 1 3332.7 1433.02 <.0001
SSerror residual 30.23 13 2.33

Signif. codes: @ ‘***’ @.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 * ’ 1



review: conceptual exam t-test

- step 1: state the hypotheses

- Ho: p= 0, no correlation between estimate

and actual score on conceptual exam

- step 3: collect data

correlation = 0.5333009
sample size = 34

conceptual estimate

401| e close
off

351

30

254

30 35
estimated score

- correlation r = 0.5333009

- Hy: p# 0O, acorrelation between estimate and

actual score on conceptual exam

- step 2: set criteria for decision

- th—2 = t32 = leriticr = £ 2.0369 at a

compute the standard error for correlation

SEy = sy = |-—— =0.14%
compute the t-statistic:
r—0 0.5333009
Lobserved = SE, = T 0149 3.57

compute p-value: pypserveq = -001

- step 4: decide!

estimates significantly correlate with actual scores on
the conceptual exam, r = .53, t(32) = 3.57, p =.001



— W10 Activity 2: conduct F test

- data correlation = 0.5333009
sample size = 34

conceptual estimate
”
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https://docs.google.com/spreadsheets/d/1a0Q2Eq5Js6_OO2e_GiXSy62gs6gY3h381SIcdT6FLzE/edit?usp=sharing

> stats_model = Llm(data = data_analysis,

+ mlc_actual ~ mlc_estimate)
> car: :Anova(stats_model)

Anova Table (Type II tests)

m
c re at I n F - t a b I e Response: mlc_actual
Sum Sq Df F value Pr(GF)

mlc_estimate 163.78 1 12.718 0.001164 **
Residuals 412.08 32

Signif. codes: @ ‘***’ @.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ¢ ’ 1

- F-tests are typically represented in tables

SSmodel  FEQression
SSerror residual
SSiota;  total



practicing connections

Practicing Connections: A Framework to Guide
- data = model + error Instructional Design for Developing Understanding
in Complex Domains

- most sample statistics and statistical tests
have the same format

Laura Fries'® - Ji Y. Son?(® - Karen B. Givvin'® - James W. Stigler'

observed

expected

- how are these concepts similar? how are they
different?

- standard deviation
- Z-score

- t-test

- F-test




where are we going next?

data = model + error

after break
« data = X (interval/ratio/nominal) + error

thus far

» data = mean + error
« data=X+Y +error
« data (NOIR) = model (NOIR) + error

« data = X (interval/ratio) + error




next time

- new data

Before Tuesday

e Review W7 slides!

e Watch: Hypothesis Testing (Linear Regression). (ok to watch
after Tuesday!)

Before Thursday

e Watch: Completing F tables.

¢ Watch: Hypothesis Testing (Two groups F Test).

¢ Watch: Hypothesis Testing (One-way ANOVA).

After Thursday

e See Apply section.

Here are the to-do’s for this week:

Submit Week 10 Quiz

Submit Problem Set 4

Submit any lingering questions here!
Extra credit opportunities:

o Submit Exra Credit Questions

o Submit Optional Meme Submission
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