
DATA ANALYSIS
Week 10: Modeling Relationships



logistics: PS4

- no chapter 12 problems yet (moved to PS5)

- Instead, you have two additional problems

- mtcars

- creativity and intelligence

- see doc + template

https://docs.google.com/document/d/1oA1_keAjt54-qOfwRcBBtygl0KhEmuHFVmbz44Fhnpo/edit?usp=sharing
https://docs.google.com/document/d/13UI6TmjBe2VWX8h72ADzb6ifjHmnAC06GLjoYgWSQ8w/edit?usp=sharing


where are we going next?

data  = model + error 

thus far

• data = mean + error

• data = X (interval/ratio) + error

after break

• data = X (interval/ratio/nominal) + error

• data = X + Y + error

• data (NOIR) = model (NOIR) + error



today’s 
agenda

hypothesis testing for 
regression

hypothesis testing for 
nominal variable



data come in all forms

- think back to scales of measurement 

(NOIR): what kinds of data have we 

worked with so far?

independent variable (X)

dependent 
variable (Y)

nominal ordinal interval/
ratio

nominal

ordinal

interval/ratio r or b



linear regression: model fit in samples

- coefficient of determination (R2): percentage of variance 

explained in Y due to X

- 𝑅2 =
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

- standard error: “average” error left over in Y

- standard error of estimate: 𝑆𝐸𝑚𝑜𝑑𝑒𝑙 =
𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑑𝑓
=

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑛−2

- standard error of correlation: 𝑆𝐸𝑟 = 𝑠𝑟 =
1−𝑟2

𝑛−2

model = mean

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

data
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𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙100
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𝑆𝑆𝑒𝑟𝑟𝑜𝑟
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𝑆𝑆𝑡𝑜𝑡𝑎𝑙

50

50



hypothesis test for populations: 
ANOVA
- an analysis of variance (ANOVA) tests whether a variable explains 

significantly more variance in another variable than chance

- 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟  

- we can calculate the ratio between the variance explained by the 

model and the variance expected/left over

- if 
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑒𝑟𝑟𝑜𝑟
 is high, the model explains more variance than expected

- if 
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑒𝑟𝑟𝑜𝑟
 is low, the model explains less variance than expected

- typically, we want the “average” variance explained, so we also 

divide both errors by degrees of freedom (see end of slide deck)

model = mean

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

data
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𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

50

50



F ratio
- The F ratio compares the “average” squared error between model (explained variance) and the 

natural (unexplained) variance (data = model + error)

𝐹 =
𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝑢𝑛𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
=

𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟

- obtaining 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  σ(𝑌 − ෠𝑌)2 and 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 =  σ(𝑌 − 𝑀𝑦)2

- 𝑆𝑆𝑚𝑜𝑑𝑒𝑙= 𝑆𝑆𝑡𝑜𝑡𝑎𝑙−𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = σ( ෠𝑌  − 𝑀𝑦)2

- obtaining 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 and 𝑑𝑓𝑒𝑟𝑟𝑜𝑟  

- k denotes the number of levels of the independent variable OR number of estimated 

parameters

- 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 = 𝑘 − 1 (also called df1 or dfnumerator)

- 𝑑𝑓𝑒𝑟𝑟𝑜𝑟 = 𝑛 − 𝑘 (also called df2 or dfdenominator)

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

50

50



interpreting F values

- The F-distribution is a positively skewed distribution

- defined by two parameters (df1 and df2) that determine the exact 

form/shape 

- F-values are typically non-negative: why??

- 𝐹 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟

- 𝐹 = 1: 𝑀𝑆𝑚𝑜𝑑𝑒𝑙 = 𝑀𝑆𝑒𝑟𝑟𝑜𝑟 i.e., the model does not do any better 

than random chance

- 𝐹 > 1: more variance explained by model than random chance

- F ratios enable us to generalize our models to the population (in 

contrast to R2 and standard error)



step 1: 
state the 

hypotheses

step 2: 
set criteria 
for decision

step 3: 
collect 
data

step 4: 
make a 

decision!

NHST for linear regression (F-test)

𝛼 =  .05
find 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 based 
on right tailed test 

and degrees of 
freedom 

𝑑𝑓1 = 𝑘 − 1 
𝑑𝑓2 = 𝑛 − 𝑘 

(1) compute 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

(2) compute 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟

(3) find p-value for F-score

check whether𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 

is beyond 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 and 
p-value < .05. if so, 

reject null hypothesis!

𝐻0: 𝛽 = 0

𝐻1: 𝛽 ≠ 0

start with assuming 
that the “slope” is 0, 

i.e., there is no 
relationship between 

the two variables



F-test for women dataset

- step 1: state the hypotheses

- H0: 𝛽 = 0, height explains no variance in 

weights for women

- H1: 𝛽 ≠ 0, height explains some 

variance in weights for women

- step 2: set criteria for decision

- 𝛼 =  .05, 𝑘 = 2, 𝑛 = 15

- 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

= 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑘 − 1, 𝑛 − 𝑘 =  𝐹 1, 13 = 4.667

- step 3: collect data

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = 30.23 and 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 3362.93

- thus, 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 = 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = 3332.7

- compute the F-statistic: 

- 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟
=

Τ3332.7 1

Τ30.23 13
= 1433

- compute p-value: 𝑝𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 <  .0001

- step 4: decide! 

- Height explains significantly more variance in 

weights than expected by chance,  𝑏 =

3.45 , 𝐹 1, 13 = 1433, 𝑝 <  .0001.

Sheets solution
video tutorial

https://docs.google.com/spreadsheets/d/1sU1h3I33AweSmHrDTMAShPrs8WWfgRAefMTZ0vWKWVg/edit?usp=sharing
https://drive.google.com/file/d/1ynV0050sH3nLTdXqBjMGGw0NzXQgKcAC/view?usp=drive_link


t and F relationship

- regression test for women dataset

- 𝐹 1, 13 = 1433, 𝑝 <  .0001

- conduct a correlation test for women dataset (𝑟 =  .995, n = 15)

- 𝑟 =  .995, 𝑡(13)  =  37.86, 𝑝 <  .001

- what is 𝑡2 ?

- for the same data, 𝒕𝟐 = 𝑭 !! 

- 𝑡 tests are in original units of the sample statistic, 𝐹 tests are in squared error units

- both tests have the same general conceptual form (observed / expected)



F-tables

- F-tests are typically represented in tables

SS df MS F p-value

regression 3332.7 1 3332.7 1433.02 <.0001

residual 30.23 13 2.33

total 3362.93 14

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

- knowing parts of the F table are sufficient for completing it! 

𝑆𝑆𝑡𝑜𝑡𝑎𝑙



review: conceptual exam t-test

- step 1: state the hypotheses

- H0: 𝜌 = 0, no correlation between estimate 

and actual score on conceptual exam

- H1: 𝜌 ≠ 0, a correlation between estimate and 

actual score on conceptual exam

- step 2: set criteria for decision

- 𝑡𝑛−2 = 𝑡32 =  𝑡𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = ± 2.0369 𝑎𝑡 𝛼 =  .05 

- step 3: collect data

- correlation r = 0.5333009

- compute the standard error for correlation

𝑆𝐸𝑟 = 𝑠𝑟 =
1 − 𝑟2

𝑛 − 2
= 0.1496

- compute the t-statistic: 

- 𝑡𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑟−0

𝑆𝐸𝑟
=

0.5333009

0.1496
= 3.57

- compute p-value: 𝑝𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 = .001

- step 4: decide! 

- estimates significantly correlate with actual scores on 

the conceptual exam,  r = .53, t(32) = 3.57, p = .001



- data

W10 Activity 2: conduct F test

https://docs.google.com/spreadsheets/d/1a0Q2Eq5Js6_OO2e_GiXSy62gs6gY3h381SIcdT6FLzE/edit?usp=sharing


creating F-table

- F-tests are typically represented in tables

SS df MS F p-value

regression

residual

total

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙



creating F-table

- F-tests are typically represented in tables

SS df MS F p-value

regression 163.78 1 163.78 12.718 .001

residual 412.08 32 12.877

total 575.86 33

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙



data come in all forms

- think back to NOIR: what kinds of data 

have we worked with so far?

- when data are not interval/ratio, the 

same general framework of can be 

applied, with a few modifications

independent variable

dependent 
variable

nominal ordinal interval/
ratio

nominal

ordinal

interval/ratio r or b



example: iris dataset

- the iris dataset contains petal and sepal dimensions for three species (setosa, virginica, 

and versicolor)

https://docs.google.com/spreadsheets/d/1L4hL9vSXOtaiKBLINQldX-2vlX1Kcn-Uv6B0HMr6s-8/edit?usp=sharing


example: iris dataset

- our goal is to build the best model for petal lengths 

- if there were no species labels in this dataset, what 

would be the best model of petal lengths?



example: iris dataset

- if there were no species labels in this dataset, the 

overall or “grand mean” of all petal lengths would 

be the best model for the data

- this “grand mean” will provide our baseline, i.e., how 

much better can we do than the grand mean in 

fitting a model to the data?



comparing two groups

- our goal is to fit a different model to the data that 

includes species as additional information and 

evaluate how much better we can do than the 

grand mean

- Y (petal lengths) = X (species) + error

- instead of a continuous scale of values, X (species) 

can only take two values: setosa and virginica

- how can we build a model using species 

information?



comparing two groups

- we could take the mean of each group 



comparing two groups

- essentially, we are “fitting” a model to the data that 

substitutes the mean of the individual species 

instead of the grand mean

- the model is the species means instead of the 

grand mean



comparing two groups

- essentially, we are “fitting” a model to the data that 

substitutes the mean of the individual species 

instead of the grand mean

- the model is the species means instead of the 

grand mean

- data = model + error

- Y = ෠𝑌 + error

- ෠𝑌 = the mean of the group to which the data point 

belongs



F-test for two groups

- just as we did an “overall” test for linear 

regression, we can do the same here for the iris 

dataset, where we compare the grand mean 

model with the species mean model

- recall that 𝐹 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟

- and 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

- how do we obtain 𝑆𝑆𝑡𝑜𝑡𝑎𝑙, 𝑆𝑆𝑒𝑟𝑟𝑜𝑟, and 𝑆𝑆𝑚𝑜𝑑𝑒𝑙?



F-test for two groups

- 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 represents score deviations from grand mean (𝑀𝑌)

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = ෍(𝑌 − 𝑀𝑌)2

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 represents the deviations of each score from its group 

mean

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = ෍(𝑌 − ෠𝑌)2 = ෍(𝑌 − 𝑀𝑔𝑟𝑜𝑢𝑝)2

- 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 represents the gains we get if we substitute each score 

with the group mean instead of the grand mean

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 = ෍ ෍ 𝑛𝑖 (𝑀𝑔𝑟𝑜𝑢𝑝 − 𝑀𝑌)2 = 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙



step 1: 
state the 

hypotheses

step 2: 
set criteria 
for decision

step 3: 
collect 
data

step 4: 
make a 

decision!

NHST for two independent groups (F-test)

𝐻0: 𝜇2 − 𝜇1 = 0

𝐻1: 𝜇2 − 𝜇1 ≠ 0
𝛼 =  .05

find 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 based 
on right tailed test 

and degrees of 
freedom 

𝑑𝑓1 = 𝑘 − 1 
𝑑𝑓2 = 𝑛 − 𝑘 

(1) compute 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

(2) compute 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟

(3) find p-value for F-score

check whether 𝐹 is 

beyond 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 and 
p-value < .05. if so, 

reject null hypothesis!start by assuming that 
group information is not 

useful, i.e., the two 
groups do not have 

differences



activity: F-test for iris dataset

iris dataset

- conduct the F test for the iris dataset

- step 1: state the hypotheses

- step 2: set criteria for decision

- find 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

- step 3: collect data

- compute 𝑆𝑆𝑡𝑜𝑡𝑎𝑙, 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

- compute 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟

- find p-value for F-score

- step 4: decide

https://docs.google.com/spreadsheets/d/1L4hL9vSXOtaiKBLINQldX-2vlX1Kcn-Uv6B0HMr6s-8/edit?usp=sharing


F-test for iris dataset

- step 1: state the hypotheses

- H0: 𝜇𝑣𝑖𝑟𝑔𝑖𝑛𝑖𝑐𝑎 − 𝜇𝑠𝑒𝑡𝑜𝑠𝑎 = 0: petal lengths for both species are equal

- H1: 𝜇𝑣𝑖𝑟𝑔𝑖𝑛𝑖𝑐𝑎 − 𝜇𝑠𝑒𝑡𝑜𝑠𝑎 ≠ 0: petal lengths for species are different

- step 2: set criteria for decision

𝑘 = 2 : number of levels of independent variable OR estimated parameters

𝑑𝑓1 = 𝑘 − 1 = 2 − 1 = 1

𝑑𝑓2 = 𝑛 − 𝑘 = 20 − 2 = 18 

𝐹 𝑑𝑓1, 𝑑𝑓2 = 𝐹 1,18 =  𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 4.414 



step 3a: obtaining 𝑆𝑆𝑡𝑜𝑡𝑎𝑙

- what is 𝑆𝑆𝑡𝑜𝑡𝑎𝑙? 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 is the error left over after 

the grand mean has been fit to the data

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = ෍(𝑌 − 𝑀𝑌)2

- for iris, 𝑆𝑆𝑡𝑜𝑡𝑎𝑙= 76.218



step 3b: obtaining 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 is the error that is left over after our 

species model has been fit

- our species model substitutes each raw 

score with the mean of the specific species

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = σ(𝑌 −  ෠𝑌)2 = σ(𝑌 − 𝑀𝑔𝑟𝑜𝑢𝑝)2 

- for iris, 𝑆𝑆𝑒𝑟𝑟𝑜𝑟= .946



step 3c: obtaining 𝑆𝑆𝑚𝑜𝑑𝑒𝑙

- how can we obtain 𝑆𝑆𝑚𝑜𝑑𝑒𝑙? 

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 

thus, 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 = 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

- for iris, 𝑆𝑆𝑡𝑜𝑡𝑎𝑙= 76.218 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟= .946

- 𝑆𝑆𝑚𝑜𝑑𝑒𝑙= 75.272



step 3d: obtaining 𝑭𝒐𝒃𝒔𝒆𝒓𝒗𝒆𝒅

- 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟
 = 1432.24

- p-value = <.0001

- 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 4.414

- thus, 𝐹(1,18) = 1432.24, p < .0001

- we can reject the null hypothesis 

- petal lengths of setosa and virginica are 

significantly different



F-table

SS df MS F p-value

species 75.272 1 75.272 1432.24 <.0001

residual 0.946 18 0.0526𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

Sheets solution
video tutorial

https://docs.google.com/spreadsheets/d/1sLI5W5TJsfbE43uBtnn8CvSSxYMi-TEMTZ8eeot_ymc/edit?usp=sharing
https://drive.google.com/file/d/1Wg1vFdzJoxUUnXn9F-O-h5HhsKSUg6Ek/view?usp=sharing


types of ANOVAs = complex linear models

- n (independent variables)

- one-way: one independent variable

- two-way / three-way

- (n>3)-way: crazy land

- within or between subjects

- between subjects: regular ANOVA

- independent observations: each raw score comes from different individuals! 

- within-subjects: repeated measures ANOVA

- non-independent observations: multiple raw scores from from the same individuals



revisiting iris

- recall that the iris dataset actually contains 

information about three species (setosa, virginica, 

and versicolor)

- when more than two groups are involved, we need 

to expand our model to include multiple groups



NHST for one-way ANOVA

- step 1: state the hypotheses

- H0: no change in mean petal lengths due to species, i.e., 𝜇𝑠𝑒𝑡𝑜𝑠𝑎 = 𝜇𝑣𝑖𝑟𝑔𝑖𝑛𝑖𝑐𝑎 = 𝜇𝑣𝑒𝑟𝑠𝑖𝑐𝑜𝑙𝑜𝑟

- H1: there is at least one mean difference (no claims about where!) 

- step 2: set criteria for decision

𝐹 𝑑𝑓1, 𝑑𝑓2 =  𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

- step 3: collect data 

- step 4: make a decision!



step 1: 
state the 

hypotheses

step 2: 
set criteria 
for decision

step 3: 
collect 
data

step 4: 
make a 

decision!

NHST for one-way ANOVA

𝐻0: 𝜇1 = 𝜇2 = ⋯ = 𝜇𝑛

𝐻1: 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝑚𝑒𝑎𝑛 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒
𝛼 =  .05

find 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 based 
on right tailed test 

and degrees of 
freedom 

𝑑𝑓1 = 𝑘 − 1 
𝑑𝑓2 = 𝑛 − 𝑘 

(1) compute 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

(2) compute 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟

(3) find p-value for F-score

check whether 𝐹 is 

beyond 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 and 
p-value < .05. if so, 

reject null hypothesis!



next time

- special cases (independent t-tests, z-tests, etc.)



a puzzle

- how many pieces of information do you need to 

definitely guess the color of the traffic light?

- light is not green

- light is not red 

- 2 pieces of information is enough

https://www.youtube.com/watch?v=rATNoxKg1yA 

https://www.youtube.com/watch?v=rATNoxKg1yA


a puzzle

- the mean of quiz scores for 5 students is 9 points.

- what are the scores?

- what if I told you some of the numbers?

- four students’ scores are 8, 10, 8, and 9, what is the score of the fifth student?



degrees of freedom (𝑑𝑓)

- main idea: how many pieces of information are needed to obtain a statistic? 

- mean = 𝑀 =
σ 𝑋

𝑛

- all values in a dataset are needed 

- why? because changing even a single score would change M

- 𝑑𝑓 = 𝑛

- standard deviation = 
σ(𝑋−𝑀)2

𝑛−1
 

- computing M restricts the scores that went into the calculation

- if M is known, you only need to know n-1 scores to find the last score

- only 𝑛 − 1 scores are free to vary once M is known

- for SD, effectively only 𝑛 − 1 deviations are free to vary

- 𝑑𝑓 = 𝑛 − 1



degrees of freedom (𝑑𝑓)

- correlations

- what is needed to calculate 𝑡𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑟 − 𝜌

𝑆𝐸𝑟
? 

- r, which need two means to be estimated (everything else follows)

- 𝑑𝑓 = 𝑛 − 2 for t-distribution of correlations

- another way to think about 𝑑𝑓 : number of estimated parameters



degrees of freedom (𝑑𝑓)

- simple linear regression ( ෠𝑌 = 𝑎 +  𝑏𝑋 where 𝑏 = 𝑟
𝑠𝑦

𝑠𝑥
 and 𝑎 = 𝑀𝑦 − 𝑏𝑀𝑥)

- 𝐹 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟
=

Τ𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑑𝑓𝑚𝑜𝑑𝑒𝑙

Τ𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑑𝑓𝑒𝑟𝑟𝑜𝑟

- 𝑆𝑆𝑚𝑜𝑑𝑒𝑙= σ( ෠𝑌  − 𝑀𝑦)2 

- 𝑘 = 2 total estimated parameters (𝑏 and 𝑎)

- but knowing 𝑏 restricts 𝑎 so we lose one degree of freedom

- 𝑑𝑓𝑚𝑜𝑑𝑒𝑙 = 𝑘 − 1 

- 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  σ(𝑌 − ෠𝑌)2

- 𝑛 observations and 2 total estimated parameters to compute ෠𝑌 (𝑏 and 𝑎)

- 𝑑𝑓𝑒𝑟𝑟𝑜𝑟 = 𝑛 − 𝑘



F test for linear regression in R
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