
DATA ANALYSIS
Week 14: Repeated Measures



logistics: extra credit assignment (+2)



logistics: PS policy

- 30 points total but 7 problem sets overall

- original policy: lowest scoring (attempted) PS 

dropped

- new policy: just add up to 30? 

- email me if this changes your decision to opt 

out of problem sets



lingering question(s)

- Do we have to write a sentence explaining what a hypothesis means in the "stating the 

hypotheses" step? (example: the answer key for the mtcars problem says "H0: The 

correlation between miles per gallon and horsepower is zero, ρ = 0", while a different 

problem just says "H0: ρ = 0" for the same step 

- Is there a difference between H1 and Ha for hypothesis testing? (asking because answer 

keys include both)



self esteem data

- the self-esteem dataset in R contains 

results from an experiment comparing 

self-esteem scores from a group of 

participants who were all exposed to 

three different treatment conditions

- this dataset contains repeated 

observations from the same patient and 

therefore, the data are not independent 

- also called a within-subject or within-

participant design

- we have not covered any statistical tests 

that we can use to analyze such data! 

https://docs.google.com/spreadsheets/d/1T6oWWuuIp5WKmIDBtCanDfQq7-p2dQT7Jg1dC-N_d0U/edit?usp=sharing
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self esteem data

- research question: are there 

differences in self-esteem scores 

across treatments?

- how do we start building a model?

- how would we proceed if the data were 

coming from independent samples? 

which test/model would be 

appropriate?



repeated-measures F-test

- step 1: grand mean model

- compute grand mean = 𝑀𝑦 = 5.2368

- obtain 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = σ(𝑌 − 𝑀𝑦)2 = 123.65

- step 2: treatment mean model

- get ෠𝑌 by substituting treatment means

- 𝑀𝑡1 = 3.14, 𝑀𝑡2 = 4.93, 𝑀𝑡3 = 7.64

- obtain 𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑒𝑟𝑟𝑜𝑟 = σ(𝑌 − ෠𝑌)2= 21.19

- obtain 𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑚𝑜𝑑𝑒𝑙

= 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑒𝑟𝑟𝑜𝑟 = 102.46

data

https://docs.google.com/spreadsheets/d/1T6oWWuuIp5WKmIDBtCanDfQq7-p2dQT7Jg1dC-N_d0U/edit?usp=sharing


building a subject-level model

- our goal is to further reduce 𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑒𝑟𝑟𝑜𝑟 by utilizing 

information about the subject that is implicitly part of the 

treatment model

- we start by calculating a mean for each subject 𝑀𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑖

- next, we look at how much we gain by using a subject-

level mean relative to the grand mean

- we do this for ALL subjects across ALL groups in our 

data and then look at how much “error” is explained by 

this subject-level model relative to the grand mean

- 𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡 =  σ 𝑘  (𝑀𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑖
 −  𝑀𝑦)2

- 𝑘: number of levels of IV



factoring out 𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡

- step 1: from grand mean model

- 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = σ(𝑌 − 𝑀𝑦)2 = 123.65

- step 2: from drug mean model

- 𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑒𝑟𝑟𝑜𝑟 = σ(𝑌 − ෠𝑌)2= 21.19

- 𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑚𝑜𝑑𝑒𝑙 = 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑒𝑟𝑟𝑜𝑟 = 102.46

- step 3: subject-level model

- 𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡 =  σ 𝑘 (𝑀𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑖
 − 𝑀𝑦)2= 4.57

- step 4: remove this estimate from remaining error

- final 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = 𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑒𝑟𝑟𝑜𝑟  − 𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡 = 16.62373649

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = 16.62

𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑚𝑜𝑑𝑒𝑙 = 102.46

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 123.65

𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡_𝑒𝑟𝑟𝑜𝑟 = 4.57



F table

SS df MS F p-value

between-subjects (treatment) 102.46 𝑘 − 1 = 3 − 1 = 2 51.23 55.47 <.001

within-subjects

• subject error 4.57 𝑛𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑠 − 1 = 10 − 1 = 9

• residual error 16.62 𝑘 − 1 𝑛𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑠 − 1 =

2 9 = 18

0.92

total 123.65

- n: number of observations (data points)

- 𝑛𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑠: number of subjects or participants

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = 16.62

𝑆𝑆𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡_𝑚𝑜𝑑𝑒𝑙 = 102.46

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 123.65

𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡_𝑒𝑟𝑟𝑜𝑟 = 4.57

Sheets solution
Video tutorial

https://docs.google.com/spreadsheets/d/1pLwb9_jb80ldLOBQfY0CdOyQ1foMUb8nh7_g3fSpghY/edit?usp=sharing
https://drive.google.com/file/d/1UzjppvZhRpoOlARZv01KiSG1RuKo97dU/view?usp=drive_link


step 1: 
build grand 
mean model

step 2: 
build group 

means model

step 3: 
build subject 
means model

step 4: 
conduct F 

test

NHST for repeated measures ANOVA

(1) “summarizing” data 
using a single grand 

mean (ignoring all group 
labels)

(2) compute 

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = ෍(𝑌 −  𝑀𝑦)2

(1) find group means 
𝑀𝑔𝑟𝑜𝑢𝑝

(2) compute 
𝑆𝑆𝑚𝑜𝑑𝑒𝑙_𝑒𝑟𝑟𝑜𝑟 =

σ(𝑌 −  𝑀𝑔𝑟𝑜𝑢𝑝 )2

(3) compute 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 = 
𝑆𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑆𝑆𝑚𝑜𝑑𝑒𝑙_𝑒𝑟𝑟𝑜𝑟

(1) create F table

(2) find 𝐹𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 

(3) compute 𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟

(4) find p-value for F-score

(4) decide!

(1) find subject-level 
means (𝑀𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑖

)

(2) compute 𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡 =

 σ 𝑘  (𝑀𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑖
 −  𝑀𝑦)2

𝑘: number of levels of IV

(3) compute final 

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙_𝑒𝑟𝑟𝑜𝑟  −
 𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡



questions



W14 Activity 1

- data about “the effect of two 

soporific drugs (increase in hours of 

sleep compared to control) on 10 

patients” 

- is there a difference in the 

effectiveness of the two drugs?

- conduct a repeated measures 

ANOVA for these data

https://docs.google.com/spreadsheets/d/1GdLpB0uxnjulUM_Xx8r_ULDhViwwzb1r_UrThsPqs0U/edit?usp=sharing


RM-ANOVA assumptions

- interval/ratio dependent variable

- normality within each level

- sphericity: the variances of the differences 

between all possible pairs of within-subject 

conditions are equal

- Mauchly’s test is typically performed to 

test for sphericity



within vs. between participant designs

- both designs have advantages and disadvantages

- what are the key variables of 

interest in this study?

- what are some factors that 

would affect performance in 

this study?



within vs. between participant designs

- both designs have advantages and disadvantages

- sample size

- capturing temporal changes

- individual differences

- order/practice effects

- counterbalancing

- random assignment



an analysis of variance(s)
image link

grand mean
total variance

between group variance within group variance

group mean 3group mean 2group mean 1

𝐹𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =
𝑀𝑆𝑚𝑜𝑑𝑒𝑙

𝑀𝑆𝑒𝑟𝑟𝑜𝑟

- total variance (𝑆𝑆𝑡𝑜𝑡𝑎𝑙)

- between-group variance (𝑆𝑆𝑚𝑜𝑑𝑒𝑙)

- within-group variance (𝑆𝑆𝑚𝑜𝑑𝑒𝑙−𝑒𝑟𝑟𝑜𝑟)

- individual variance (𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡−𝑒𝑟𝑟𝑜𝑟)

- residual variance (𝑆𝑆𝑒𝑟𝑟𝑜𝑟)



next time

- dependent samples t-test (special case!)


	Slide 1: Data analysis
	Slide 2: logistics: extra credit assignment (+2)
	Slide 3: logistics: PS policy
	Slide 4: lingering question(s)
	Slide 5: self esteem data
	Slide 6: hypothesis testing flowchart
	Slide 7: self esteem data
	Slide 8: repeated-measures F-test
	Slide 9: building a subject-level model
	Slide 10: factoring out , S S , , s u b j e c t 
	Slide 11: F table
	Slide 12: NHST for repeated measures ANOVA
	Slide 13: questions
	Slide 14: W14 Activity 1
	Slide 15: RM-ANOVA assumptions
	Slide 16: within vs. between participant designs
	Slide 17: within vs. between participant designs
	Slide 18: an analysis of variance(s)
	Slide 19: next time

