
DATA ANALYSIS
Week 15: Bootstrapping + Review



logistics: 
points

*up to week 14, scaled to 10

*up to PS6, total maxes out at 30

40% conceptual, 60% computational + bonus

40% conceptual, 60% computational + bonus

2.5 for 90%, 2 for 80%, etc. 

2.5 for 80% videos watched

1.5 for at least 50% score

1.5 for at least 50% score

*1 if your question was on the conceptual exam

*0.5 (final, TBD)

*highest computational score overall (TBD)

*percentage based on 78 points (excluding extra credit)

*you’ll have a comment here if you are close (8 weeks)

- * indicates that scores could 

change based on upcoming 

assignments

- what’s remaining

- Week 15 quiz (1)

- PS7 (5: maxes out at 30)

- practice final (2)

- final (20)

- extra credit: 

- Surveys (0.5)

- Qs +czar (1+1)

- Analysis Ace (1)

- Analyze a Research Paper (2)

2 for at least 50% score

* TBD: worth 25 if you opted out

*your total accumulated points thus far

* TBD



logistics: deadlines

- no late submissions will be 

accepted or graded past 1 pm 

May 15

- this applies to ALL submissions 

(pending assignments, extra 

credit, late stuff, etc.)

- office hours

- Prof. Kumar: calendly 

appointments 

- LAs: review session TBD

https://calendly.com/abhilasha-a-kumar/meetings
https://calendly.com/abhilasha-a-kumar/meetings


logistics: final

- take-home computational: 60% of final exam points

- due at 1 pm May 15 – NO LATE SUBMISSIONS

- open book but NOT open person

- in-class conceptual (on Canvas): 40% of final exam points

- 1.30 – 3 pm May 15 – VAC South (here)

- closed book (do NOT leave Canvas page once you begin)

- you can bring:

- ONE handwritten help sheet

- hypothesis flowchart

- process sheet (packet)



today’s 
agenda

revisiting sampling

replication: crisis and 
safeguards

reviewing statistical 
framework



revisit: from samples to populations

- we collect some data and obtain a sample statistic

- we want to know whether this sample statistic is 

close or far from our population parameter

population

• all individuals of interest

sample

• the small subset of 
individuals who were studied



revisit: sleep & performance

- recall that we wanted to explore the relationship 

between sleep and cognitive performance

- we began by asking: what if there was no true 

relationship between sleep and cognitive 

performance in the population?

- to create this “no relationship” null hypothesis, we 

shuffled the cognitive_performance column 

original

shuffled
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sampling distribution

- we took 1000 random samples with 

replacement from this null hypothesis 

distribution and calculated a correlation 

within each random sample

- what does the distribution of correlations 

look like for MANY such random samples?

- sampling distribution: distribution of all 

possible values of the sample statistic 

obtained from multiple samples of a given 

size



sampling distribution

- next, we compared this sampling distribution 

of random slopes from the shuffled dataset to 

the correlation in the actual sample

- we asked: if there was no relationship 

between sleep and cognitive performance: is 

obtaining a sample correlation of 0.31 typical? 

- at this point, we shifted to assuming that the 

sampling distribution of correlations was t-

distributed and proceeded with computing 

probabilities under that t-distribution



a bootstrapped distribution

- but, we could have simply looked at the 

probability of obtaining a correlation as 

extreme as ours under the hypothetical 

distribution we just generated

- without assuming an underlying distribution, 

you could still obtain a p-value 

- this relaxes the many assumptions you 

make while conducting standard hypothesis 

tests

- in this case, p (r >= .31 | bootstrap) = .003



revisit: geyser eruptions dataset

- Old Faithful geyser in Yellowstone National Park

- waiting time has a bimodal distribution

- to build any kind of model of waiting time, we 

would need to assume normality

- waiting time ~ #earthquakes + pressure

- solution:

- bootstrap! create a hypothetical “null” 

distribution with large N and proceed!



summary: bootstrapping 

- when assumptions are violated, you can make 

adjustments OR consider an alternate strategy

- bootstrapping is a technique that allows you to 

generate several samples with replacement from 

the actual dataset to map out a hypothetical 

sampling distribution

- hypothesis testing can then be used by examining 

the probability of the data under this bootstrapped 

distribution: permutation test



video link

https://youtu.be/vBzEGSm23y8?feature=shared


replication crisis

https://www.science.org/doi/10.1126/science.aac4716 

https://www.science.org/doi/10.1126/science.aac4716


replication crisis: why?

- type I error

- p-hacking / fraud

- violated assumptions 

- overfitting



replication crisis

https://www.science.org/doi/10.1126/science.aac4716 

https://www.science.org/doi/10.1126/science.aac4716


correlates of 
replicability



assessing model fit

- if our goal is to reduce error, then we should be fitting 

a model with lots of parameters and variables

- BUT when our model fits the data too well, it can lead 

to overfitting

- “It can scarcely be denied that the supreme goal of all 

theory is to make the irreducible basic elements as 

simple and as few as possible without having to 

surrender the adequate representation of a single 

datum of experience.” – Albert Einstein (1933)



cross validation

- common in machine learning contexts, new 

to psychological research

- existing data = training data + testing data

- fit the model repeatedly (k times) on training 

data, by leaving out a subset of the data and 

then test the model on the left-out dataset 

- “leave one out” cross validation (LOOCV)

- k-fold cross validation

- also: regularization: lasso regression



replication 
crisis: 
safeguards

type I error

• replication

• meta-analyses

• large samples

• repeated 
measures

p-hacking / 
fraud

• open science

• open data

violated 
assumptions 

• bootstrapping

• non-parametric 
tests

overfitting

• cross validation

• regularization



replication 
crisis: 
safeguards



final thoughts

- statistics is often taught from the framework of different-tests-for-different-data 

- but…the same principles underlie most tests you encounter 

- there ALSO exist methods of analysis that do not heavily rely on p-values (like frequentist 

statistics do) and account for prior information in making inferences (Bayesian statistics)

- keep an open mind and try to find connections between methods you read about and see 

around you! 



review: data = model + error

- the goal of statistics is to find a simple 

explanation for the variation in the observed 

data, i.e., build a model of the data that 

approximates/explains it as well as possible

- over the course of the semester, we have 

encountered different kinds of data and 

models we can use to explain variation in those 

data

- review sheet

https://docs.google.com/document/d/18W-HAvFfGAPcYiolOVe3OT6fhzdpcFT63S9FqZYi53k/edit?usp=sharing


next time

- short review

- class reflections

- extra credit winner announcements

- BCQs


	Slide 1: Data analysis
	Slide 2: logistics: points
	Slide 3: logistics: deadlines
	Slide 4: logistics: final
	Slide 5: today’s agenda
	Slide 6: revisit: from samples to populations
	Slide 7: revisit: sleep & performance
	Slide 8: revisit: sleep & performance
	Slide 9: sampling distribution
	Slide 10: sampling distribution
	Slide 11: a bootstrapped distribution
	Slide 12: revisit: geyser eruptions dataset
	Slide 13: summary: bootstrapping 
	Slide 14
	Slide 15: replication crisis
	Slide 16: replication crisis: why?
	Slide 17: replication crisis
	Slide 18: correlates of replicability
	Slide 19: assessing model fit
	Slide 20: cross validation
	Slide 21: replication crisis: safeguards
	Slide 22: replication crisis: safeguards
	Slide 23: final thoughts
	Slide 24: review: data = model + error
	Slide 25: next time

