
DATA ANALYSIS
Week 4: Correlation + Regression



sheets/excel 
fails

article

https://www.ft.com/content/db864323-5b68-402b-8aa5-5c53a309acf1


logistics: problem set #2

- I also hate histograms in excel/sheets!!

- proportions range from 0 to 1, percentages range from 1 to 100

- be careful about whether your analysis is on a sample or a population

- z-scores put a set of scores on a standard scale. changing the mean/sd will not change 

the z-score for the same set of data

- when only a few scores are presented/analyzed, their deviations may not sum to 0! 



logistics: 
midterm 1 Feb 23rd 2024 

(Friday)

content: Week 1 
through Week 5

two parts

in-person conceptual 
portion (quiz-like)

closed book 
(+ help sheet)

take-home 
computational 

portion (problem set-
like: due Monday)

open book but NOT 
open person

practice questions 
will be made 

available before 
Week 5



today’s 
agenda

correlation

regression



data = model + error

- simple but extremely powerful idea

- the types of “models” we have considered so 

far have been very simple

- mean / median / mode

- simply describe the data or variable based 

on its own characteristics

- often, we are interested in the relationships 

between variables

fit model

calculate error 
from model = 
data - model

compare 
models



modeling relationships

- we often want to determine the relationship between 

two or more variables

- the statistical approach typically then becomes:

- data (variable 1) = model (variables 2, 3, etc.) + error

- research question: how well can a set of variables (IVs) 

explain the variation in a key variable (DV)?

exam scores

intelligence
study

strategies 



example

- a dataset of heights and weights for American women aged 
30–39

- research question(s): 

- is there a relationship between height and weight? 

- how well can height explain the variation in weight?

- what causes weights to vary?  

- weight could vary independently of height

- weight could vary with height

- we could represent the problem graphically

- we could formulate a preliminary model 

 weight = b(height) + error

https://docs.google.com/spreadsheets/d/1nou52bZYUg8yZrYVKtKyjrTo8D-NgzC2lVHEIs9s4zY/edit?usp=sharing


covariance

- weight and height are on very different scales

- how can we bring them to the same scale? z-scores!

- mean (zheight) = mean (zweight) = 0

- 𝜎 (zheight) = 𝜎 (zweight) = 1 

- once we have them on the same scale (their variances are 
the same), we can look at how weight and height co-vary

- we multiply the z-scores together: 𝑧!𝑧"
- average them together to get an “average” estimate of 

covariance: 
∑ $!$"
%



Pearson’s r (correlation)

- measures the degree and direction of a linear relationship between two variables (X and Y)

𝑟 =
𝑑𝑒𝑔𝑟𝑒𝑒	𝑡𝑜	𝑤ℎ𝑖𝑐ℎ	𝑡𝑤𝑜	𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠	𝑣𝑎𝑟𝑦	𝑡𝑜𝑔𝑒𝑡ℎ𝑒𝑟	(𝑐𝑜𝑣𝑎𝑟𝑦) 
𝑑𝑒𝑔𝑟𝑒𝑒	𝑡𝑜	𝑤ℎ𝑖𝑐ℎ	𝑡𝑤𝑜	𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠	𝑣𝑎𝑟𝑦	𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡𝑙𝑦

- degree

- higher values of r imply that a strong relationship between X and Y

- lower values of r imply that a weak relationship between X and Y

- direction

- positive (+): as X increases, Y also increases

- negative (-): as X increases, Y decreases



Pearson’s r (correlation)

𝑟 =
𝑑𝑒𝑔𝑟𝑒𝑒	𝑡𝑜	𝑤ℎ𝑖𝑐ℎ	𝑡𝑤𝑜	𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠	𝑣𝑎𝑟𝑦	𝑡𝑜𝑔𝑒𝑡ℎ𝑒𝑟	(𝑐𝑜𝑣𝑎𝑟𝑦) 
𝑑𝑒𝑔𝑟𝑒𝑒	𝑡𝑜	𝑤ℎ𝑖𝑐ℎ	𝑡𝑤𝑜	𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠	𝑣𝑎𝑟𝑦	𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡𝑙𝑦

but we calculated the relationship between height (X) and weight (Y) as follows:

𝑟 =
∑𝑧!𝑧"
𝑁

𝑟 =
∑ $&$'
%

= &
%
∑ '()&

*&

+()'
*'

=
∑('()&)(+()')

%	(*&*')
=

/∑ ()*& +)*'
,

*&*'
	= 0123453607

5687976876:	23453607
  



Pearson’s r (correlation)

- more generally, you don’t need to standardize or z-score the two variables to find the correlation

𝜌 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 =
∑(./0!)(2/0")

% 3!3"
=

∑ $!$"
%

   OR 𝑟 𝑠𝑎𝑚𝑝𝑙𝑒 =
∑(./4!)(2/4")

(%/5)6!6"
=

∑ $!$"
%/5

- alternative formulas

- SS = sum of squared errors 

- SP = sum of product of deviation scores

𝑆𝑃 = 	4𝑋𝑌	−
∑𝑋∑𝑌
𝑁

𝑟 =
𝑆𝑃!"
𝑆𝑆!𝑆𝑆"



(15) ways to understand r

- https://www.stat.berkeley.edu/~rabbee/correlation.pdf 

- stats exchange post

https://www.stat.berkeley.edu/~rabbee/correlation.pdf
https://stats.stackexchange.com/questions/70969/how-to-understand-the-correlation-coefficient-formula


activity 1

- science and history scores

- calculate the Pearson correlation

https://docs.google.com/spreadsheets/d/1UNbhrODhVTgvMu7vzH5cyvpPHIwQ4SJXnP2NmD932tI/edit?usp=sharing


activity 2

- try changing one of the history scores to an extreme value

- what happens to the correlation? 



correlations and outliers

- outliers can have a dramatic effect on 

correlations

- always represent the problem 

graphically!



correlation ≠ causation!

- for X to cause a change in Y:

- X and Y must covary

- X must precede Y

- there should be no competing 

explanation or third variable



correlations and range restrictions

- correlations are greatly affected by 

the range of scores



Pearson’s r and non-linearity

- Pearson’s r measures the degree of 

linear relationship between two variables

- there can still be a consistent 

relationship, even if nonlinear but 

Pearson’s r is not the appropriate model 

for these data

- more next time!



back to our example

- we found that the correlation was r ≈ 0.9954 
for z-scored height and weight

- reviewing our modeling framework:

- weight = b(height) + error
- weight = 0.9954 (height) + error
- a 1-unit increase in standardized height leads 

to a 0.9954-unit increase in standardized 
weight

- turns out, this is very close to the equation of a 
straight line! 
- Y = bX + a + error

- Y? X? b? a?



linear regression

- linear regression attempts to find the 
equation of a line that best fits the data, 
i.e., a line that could explain the variation 
in one variable using the other variable

- Y = bX + a + error

- b: slope of the line 

- a: intercept

- extremely useful for prediction, i.e., given 
a score on X, we can predict a score on Y 
based on this line



activity: understanding lines

- Y = bX + a + error

- only two points are needed to define a line

- the slope (b) is the “rise” (y) over the “run” (x) for a 
given pair of points

- the intercept (a) is where the line cuts off the Y 
axis (i.e., when x = 0)

- example: 

- points = (0,2) and (4, 4)

- b (slope) = 7869
7:;

= </=
</>

= =
<
= 5

=

- a (intercept) = 2

- equation: Y = 5
=
X + 2

interactive demo

https://phet.colorado.edu/sims/html/graphing-slope-intercept/latest/graphing-slope-intercept_en.html


linear regression: finding a and b

- when fitting a line to multiple points, finding the 

value of the slope (b) is not straightforward, 

because several lines could potentially fit the 

full dataset

- how do we find the one that best fits the data?

- we could plug in ALL possible values of 

b and a and compute the error? 

error = Yi – (bXi + a)

- find the combination of b and a that minimizes 

this error

Y = bX + a + error



computing errors

𝑒𝑟𝑟𝑜𝑟

𝑌5

?𝑌! = 𝑏"	𝑋! + 	𝑎"



computing errors

𝑒𝑟𝑟𝑜𝑟

𝑌5

?𝑌! = 𝑏#	𝑋! + 𝑎#



linear regression: finding a and b

- calculus provides a way to find the slope 
and intercept of the best-fitting line 

- errors are first squared (to avoid canceling 
out!) and then summed, i.e., sum of squared 
errors (SS)

- 𝑎𝑟𝑔𝑚𝑖𝑛 ∑$%&' (𝑦$	−𝑎	 − 𝑏𝑥$)2

- partial derivatives are taken with respect to 
a and b (to find the minima) to yield

- 𝑎 = 𝑀) − 𝑏𝑀*

- 𝑏 =
∑(-./!)(1./")

∑ -./!
#	

Y = bX + a + error



linear regression: finding a and b

- 𝑎 = 𝑀" − 𝑏𝑀!

- 𝑏 =
∑('(;&)(+(;')

∑ '(;& #	

- rearranging the intercept equation:

- 𝑀" = 𝑎 + 𝑏𝑀!

- the line of best fit passes through means 

of X and Y

Y = bX + a + error

𝑀"

𝑀!



linear regression and correlation

- but we already found the correlation 

between weight and height, r ≈ 0.9954 

- how are b and r related?

𝑟 =
∑(𝑋 −𝑀!)(𝑌 − 𝑀")

(𝑁 − 1)𝑠!𝑠"

b =
∑(𝑋 −𝑀!)(𝑌 − 𝑀")

∑ 𝑋 −𝑀! 2	 =
∑(𝑋 −𝑀!)(𝑌 − 𝑀")

𝑁 − 1 𝑠!<

	=
𝑟	𝑠!𝑠"
𝑠!<

= 𝑟
𝑠"
𝑠!

𝑏 = 	𝑟
𝑠"
𝑠!

Y = bX + a + error



special cases

- no relationship between X and Y

- r  = 0, b = 0

- Y = bX + a = a = 𝑀" − 𝑏𝑀! = 𝑀"

- Y = mean value of Y for all values of X

- what is b when X and Y are standardized?

- b = r when 𝑠! = 𝑠" = 1



next time

- before class

- work on: PS 3 (Chapter 15/16 problems)

- watch: Pearson correlation and Linear regression

- read: Chapter 15 (Section 15.5)

- during class

- more on correlation / regression! 

https://drive.google.com/file/d/12_c49z9-YW0FzYHgJAsMsYnWZASq189i/view?usp=drive_link
https://drive.google.com/file/d/1dSN9ng_7h9D-CltLEKZ68PGu178QAnUE/view?usp=drive_link

