
DATA ANALYSIS
Week 5: More correlation and regression



logistics: 
midterm 1 Feb 23rd 2024 

(Friday)

content: Week 1 
through Week 5

two parts

in-person conceptual 
portion (quiz-like)

closed book 
(+ help sheet)

take-home 
computational 

portion (problem set-
like: due Monday)

open book but NOT 
open person

practice questions 
will be made 

available before 
Week 5



logistics: 
midterm 1
- lingering question: I noticed that the bold section that is designed to link to the solution 

template for the practice midterm did not work for me. I don't know if this is only a problem 

with for me, but just wanted to say something in case other people were having the same 

issue. Thanks! 

- answers to practice midterm 1 (conceptual + computational) 

- will be made available on Tue noon (before our review class)

- submissions count towards class participation credit (1.5 points)

- need to come in before then (Tue noon)



today’s 
agenda

assessing model fit 

assumptions + more 
correlations



lingering question

- can you re-explain how we assessed the model fit relative to the mean? I found the 

conceptual part quite tricky. Thank you!



understanding model fit
- goal: explain variation in a variable 𝑌 (e.g., weight)

- our first approach is to “summarize” weights using the mean of all weights = 𝑀𝑦

- the mean is our first, naive model, i.e., our “prediction” for each weight is simply the mean 

- ෣𝑌𝑚𝑒𝑎𝑛 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑤𝑒𝑖𝑔ℎ𝑡 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑚𝑒𝑎𝑛 = 𝑀𝑦

- the mean will not perfectly fit each point and will generate some error: 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = σ(𝑌 − 𝑀𝑦)2

- our second approach is to reduce the error generated by the mean (𝑆𝑆𝑡𝑜𝑡𝑎𝑙)

- we build a more complex model, e.g., use height (𝑋)  to explain weight (𝑌)

- ෣𝑌𝑙𝑖𝑛𝑒 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑤𝑒𝑖𝑔ℎ𝑡𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 ℎ𝑒𝑖𝑔ℎ𝑡 = 𝑎 + 𝑏𝑋

- the line will also generate some error for each data point, 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 = σ(𝑌 − ෠𝑌)2

- we will then examine the improvement in our predictions by using a better model (𝑎 + 𝑏𝑋) vs. the mean (𝑀𝑦)

- 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 = σ( ෠𝑌 − 𝑀𝑦)2

- we want 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 to be high and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 to be low: 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟



understanding model fit

model = mean

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

data

100

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙  = 100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙  = 100

50

50



understanding model fit

𝑀𝑦

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 𝑜𝑟 𝑆𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 𝑜𝑟𝑆𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑆𝑆𝑡𝑜𝑡𝑎𝑙 =  ෍(𝑌 − 𝑀𝑦)2

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  ෍(𝑌 − ෠𝑌)2

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 =  σ( ෠𝑌  − 𝑀𝑦)2 

(𝑋𝑖,𝑌𝑖)𝑌𝑖

𝑋𝑖

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 denotes the difference, i.e., the error that our line is able to explain 
vs. what was left over from the mean!

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 denotes the total error left over after the mean has been fit to Y

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 denotes the error left over after the line ෠𝑌 = 𝑎 +  𝑏𝑋  has been fit

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

model fit is assessed relative to the mean, i.e., how much better did we do 
compared to the mean model?



understanding model fit

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 =  ෍(𝑌 − 𝑀𝑦)2

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 =  ෍(𝑌 − ෠𝑌)2

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 =  σ( ෠𝑌  − 𝑀𝑦)2 

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 denotes the difference, i.e., the error that our line is able to explain 
vs. what was left over from the mean!

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 denotes the total error left over after the mean has been fit to Y

𝑆𝑆𝑒𝑟𝑟𝑜𝑟 denotes the error left over after the line ෠𝑌 = 𝑎 +  𝑏𝑋  has been fit

𝑆𝑆𝑡𝑜𝑡𝑎𝑙 = 𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑒𝑟𝑟𝑜𝑟

model fit is assessed relative to the mean, i.e., how much better did we do 
compared to the mean model?

women weight ~ women height + error

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙  = 3363

30

3332



W5 Activity 4a

- to what extent can student to 

faculty ratio explain graduation 

rates across colleges?

- Statistics for a large number of 

US Colleges from the 1995 issue 

of US News and World Report.

- use the data5 sheet to answer 

this question



W5 Activity 4a debrief

women weight ~ women height + error

grad rate ~ student-faculty-ratio + error

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙  = 3363

30

3333

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙  = 69022

61210

7811



coefficient of determination (R2)

proof

- what proportion of the error variance is explained by my model?

- 𝑅2 =
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙
= 𝑟2 in the case of simple linear regression (i.e., Y = a + bX) (proof)

- 𝑅2 *100 denotes the percentage of variance explained in Y due to X

- when multiple variables are involved, 𝑅2 reflects the variance explained by the full model 

https://statproofbook.github.io/P/slr-rsq.html


coefficient of determination (R2)

model = mean

𝑆𝑆𝑡𝑜𝑡𝑎𝑙

data

100

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙  = 100

25

75

𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙  = 100

50

50

𝑅2 =
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙
=  .75 𝑅2 =

𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙
=  .50



standard error of estimate: 𝑆𝐸𝑚𝑜𝑑𝑒𝑙 and 𝑆𝐸𝑟

- how far away is an average data point from the line of best fit?

- similar concept to standard deviation, s =
𝑆𝑆

𝑛−1
 (how far is an average data point from the mean?)

- standard error of estimate (regression model) = “average” 𝑆𝑆𝑒𝑟𝑟𝑜𝑟 

𝑆𝐸𝑚𝑜𝑑𝑒𝑙 =
𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑛 − 2

- standard error for correlation = “average” unexplained variance

𝑟2 =  𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝑢𝑛𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 1 − 𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  1 − 𝑟2

𝑆𝐸𝑟 = 𝑠𝑟 =
1 − 𝑟2

𝑛 − 2



W5 Activity 4b

- to what extent can student to 

faculty ratio explain graduation 

rates across colleges?

- calculate percentage of 

explained variance (𝑅2), 𝑆𝐸𝑚𝑜𝑑𝑒𝑙 

and 𝑆𝐸𝑟



W5 Activity 4b 
debrief
- to what extent can student to 

faculty ratio explain graduation 

rates across colleges?

- calculate percentage of explained 

variance (𝑅2), 𝑆𝐸𝑚𝑜𝑑𝑒𝑙 and 𝑆𝐸𝑟

- 𝑅2 = =
𝑆𝑆𝑚𝑜𝑑𝑒𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙
= 𝑟2  = 0.11

- 𝑆𝐸𝑚𝑜𝑑𝑒𝑙 =
𝑆𝑆𝑒𝑟𝑟𝑜𝑟

𝑛−2
 = 16.57

- 𝑆𝐸𝑟= 
1−𝑟2

𝑛−2
 = 0.06



Pearson’s r assumptions

- interval/ratio scale: variables should be on interval / 

ratio scale: if the distance between the values is not 

equal, estimates of variability are difficult

- homoskedasticity: dispersion of Y remains relatively 

similar across the range of X

- no significant outliers

- variables should be approximately normally 

distributed



Pearson’s r and non-linearity

- Pearson’s r measures the degree of 

linear relationship between two variables

- there can still be a consistent 

relationship, even if nonlinear but 

Pearson’s r is not the appropriate model 

for these data



alternatives to Pearson’s r

- when data are not interval/ratio, Pearson’s r is not appropriate 

- other alternatives exist

- both variables ordinal: spearman’s rho

- one variable dichotomous (binomial): point biserial 

- both variables dichotomous: phi

- all alternatives are simply variations/extensions of Pearson’s r



spearman’s rho

- typically used for ordinal scales, non-linear 

relationships, or when outliers may need to 

be included

- uses ranks / ordering of scores instead of 

the raw scores themselves

- Pearson’s r may underestimate the 

relationship but ranks may reveal a strong 

relationship



example

- a set of scores

- we first calculate Pearson’s r 

=CORREL(X,Y)

- then we compute ranks 

- lowest numbers get lower ranks

- compute the pearson’s r for ranks! 

=CORREL(rank_x, rank_y) 

https://docs.google.com/spreadsheets/d/1TfT51ACtNjnOdn36NYwnhiqYmlGZajTDdxhgPk-sGXk/edit?usp=sharing


W5 Activity 5

- calculate the correlation between 

two items from the statistics 

survey from class

- data6



W5 Activity 5 debrief



spearman’s rho: handling ties

- when two or more scores are the same, 

their ranks are the average of the ranks 

they would have gotten if the scores were 

different



spearman’s rho: handling ties

- when two or more scores are the same, 

their ranks are the average of the ranks 

they would have gotten if the scores were 

different



spearman’s rho: handling ties

- when two or more scores are the same, 

their ranks are the average of the ranks 

they would have gotten if the scores were 

different



point biserial and phi

- similar idea as Pearson’s r but now our 

variables are not interval/ratio

- just converting the dichotomous variable to 

0/1 numeric representations

- point biserial : one variable dichotomous 

- phi : both variables dichotomous

- convert to numeric representations

- proceed as before



point biserial and phi

- similar idea as Pearson’s r but now our 

variables are not interval/ratio

- just converting the dichotomous variable to 

0/1 numeric representations

- point biserial : one variable dichotomous 

- phi : both variables dichotomous

- convert to numeric representations

- proceed as before



W5 Activity 6

- Link will take you to canvas, 5 questions

- complete on your own

- discuss with a peer 

- re-attempt the questions

- come back for a debrief



can we trust our models?

- our goal is to find the best model for our 

data and generalize to the population

- but how do we know that our sample is 

representative of the population? how do 

we know our models are good enough?

- after midterm 1!

population

• all individuals of interest

sample

• the small subset of 
individuals who were studied



next time

- midterm review



optional: spearman’s rho D formula

proof

𝑟 =
σ(𝑋 − 𝜇𝑥)(𝑌 − 𝜇𝑦)

𝑁 𝜎𝑥𝜎𝑦

- given that ranks do away with the original 

scores, this formula can be simplified when 

there are no ties 

𝑟𝑠 = 1 −
6 σ 𝐷2

𝑛 (𝑛2 − 1)

where D is difference between X and Y ranks 

for each data point

- proof

X Y rank_x rank_y D D2

3 12 1 5 -4 16

4 10 2 3 -1 1

10 11 3 4 -1 1

11 9 4 2 2 4

12 2 5 1 4 16

https://stats.stackexchange.com/questions/89121/prove-the-equivalence-of-the-following-two-formulas-for-spearman-correlation


optional: spearman’s rho D formula

- what is D if the ranks of X and Y are in the 

same order?

- what is r?

𝑟𝑠 = 1 −
6 σ 𝐷2

𝑛 (𝑛2 − 1)

X Y rank_x rank_y D D2

3 12 1 5 -4 16

4 10 2 3 -1 1

10 11 3 4 -1 1

11 9 4 2 2 4

12 2 5 1 4 16
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