
Intelligent 
Minds and 
Machines
PSYC 3043

Week 2: Cognition and intelligence



Talk alert: Belief as emotion? [Oct 14]

+Professor of Philosophy 

at University of 

Richmond

+Philosophy & Psych 

department co-hosted

+October 14 

+5 pm, Searles 315



today’s agenda

+ more definitions and terminology 

+ discussing human (and AI) limitations



a quiz!

+ test your awareness of “AI” in daily life

https://www.pewresearch.org/science/quiz/test-your-awareness-of-artificial-intelligence-in-everyday-life/


terminology

+ discuss what you know about these terms 

+ machine 

+ machine learning

+ artificial intelligence

+ deep learning



origins: “AI”

source: aimyths.org

https://www.aimyths.org/the-term-ai-has-a-clear-meaning


source

https://knnx.medium.com/understanding-machine-learning-deep-learning-f5aa95264d61


types of AI

+artificial narrow intelligence (ANI)

+  specific tasks (e.g., chess, chatbots, etc.)

+artificial general intelligence (AGI)

+  complex human behaviors (emotion, perspective taking, etc.)

+  perform at the same level as human

+artificial super intelligence (ASI)

+exceed human performance

source: IBM

https://www.ibm.com/think/topics/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks


machine learning

+improve predictions through learning

+ “nondeep” machine learning: requires human intervention for 

learning effectively 

+e.g., identifying features, labeled datasets

+“supervised learning” vs. “unsupervised learning”

+ “deep learning”: often uses unstructured data to automatically 

determine features (with a goal in mind)

+minimizes human labeling, large datasets

+ reinforcement learning: learning through reward & punishment



https://www.youtube.com/watch?feature=oembed&v=bfmFfD2RIcg 

https://www.youtube.com/watch?feature=oembed&v=bfmFfD2RIcg


https://www.youtube.com/watch?v=6M5VXKLf4D4 

https://www.youtube.com/watch?v=6M5VXKLf4D4


discuss



quiz discussion















AI myths

+https://www.aimyths.org/ 

https://www.aimyths.org/


Griffiths article

+ three key “limitations”

+ limited time

+ limited computation

+ limited communication



limited time

+ survival

+ explore/exploit trade-offs

+ human lifespan

+ solution: 

+ inductive biases / Bayesian inference

+ theory of mind (week 9)



example

“blue”



limited computation

+ brains have limited power 

+ solution: 

+divide, reuse, and recycle!

+  forming subgoals, planning, “meta-reasoning” (week 12)



limited communication

+ information sharing is not seamless

+ solution: 

+ language (week 5)

+cumulative cultural evolution (week 14)



coming up + annotation feedback

+ moving away from what separates individuals to what 

separates species

+ intelligence as a complex behavior



coming up


	Slide 1: Intelligent Minds and Machines
	Slide 2: Talk alert: Belief as emotion? [Oct 14]
	Slide 3: today’s agenda
	Slide 4: a quiz!
	Slide 5: terminology
	Slide 6: origins: “AI”
	Slide 7
	Slide 8: types of AI
	Slide 9: machine learning
	Slide 10
	Slide 11
	Slide 12: discuss
	Slide 13: quiz discussion
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20: AI myths
	Slide 21: Griffiths article
	Slide 22: limited time
	Slide 23: example
	Slide 24: limited computation
	Slide 25: limited communication
	Slide 26: coming up + annotation feedback
	Slide 27: coming up

