
Intelligent 
Minds and 
Machines
PSYC 3043

Week 5: Language



today’s agenda

+ language! 



an experiment

+https://dbvmtbylbs.cognition.run

https://dbvmtbylbs.cognition.run/


activity: arrange on the board

+jhool

+kha

+ladka

+tendua

+masal

+bhediya

+dekh

+seengh

+masakkali 

+ber

+gaddi

+shatir

+soongh

+hoga

+komal

+tez

+qalabaz

+kela

+bhaag

+shikar

+pakad

+bandar

+hil

+nariyal

+gabbar

+shandaar

+gulabo
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english to hindi translations!

+ tarzan = gulabo

+ jane = masakkali

+ boy = ladka

+ cheetah = tendua

+ chimp = bandar

+ rhino = seengh

+ bigfoot = gabbar

+ junglebeast = bhediya

+ coconut = nariyal

+ banana = kela

+ berries = ber

+ jeep = gaddi

+ fierce = shatir

+ yummy = shandaar

+ soft = komal

+ quick = tez

+ acrobatic = qalabaz

+ will = hoga

+ flee = bhaag

+ hunt = shikaar

+ chase = pakad

+ squish = masal

+ move = hil

+ eat = kha

+ see = dekh

+ smell = soongh

+ swing = jhool



language model demo

+code notebook

https://drive.google.com/file/d/1RQ3oGHUluuJzfHFJi-mLCJrQHO7d3EmF/view?usp=sharing


concept check: Lake and Murphy (2021)

+ word representations / embeddings 

+ dimensionality

+ semantic similarity / cosine similarity

+ testing models

Brendan M. Lake Gregory L. Murphy



dimensions and similarity

LIONTIGER

ELK

dimension 2

(e.g., prey-ness)

dimension 1 

(e.g., predator-ness)

lions are tigers are carnivorous predators

a group of lions is called a pride

tigers have stripes

lions and tigers hunt deer and elk

elk and deer are herbivores



concept check: Lake and Murphy (2021)

+four types of NLP models

+Latent Semantic Analysis (LSA): dimensionality reduction model : 

unsupervised

+word2vec: predictive, semi-supervised (autoregressive)

+RNN (Elman): recurrent neural network (semi-supervised)

+BERT/GPT-2: predictive, autoregressive, attention/Transformer based 



concept check:  models

word2vec

 no concept of word order,

averages all words’ representations 

within a window

RNN

predicts each upcoming word 

using an indirect connection 

to previous words

BERT/GPT-2

all words contribute to different

 degrees in generating a target 

word’s representation



desiderata



annotations in themes
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