
Intelligent 
Minds and 
Machines
PSYC 3043

Week 7: Perception and Action + Project



today’s agenda

+ upcoming discussion schedule 

+ project discussion + rubrics 

+ perception and action 



+ review discussion feedback BEFORE you come to meeting

+ Oct 22: guest drop-in (Prof. Claire Harrigan, Geology)

+ soon: QALMRI feedback + Language Board + class participation feedback

+ also soon: mid semester survey



project discussion





next milestone #3 (project plan: 5 points)

+ identify a critical question (broad + specific)

+ think about how your question connects to at least ONE of the 
learning goals #1 and #2

+think about your original critique: you need to go beyond 
summarizing articles 

+come up with a plan + format







format checklist

+ fill out and then come back and discuss questions and 

thoughts



perception and action: agenda

+ embodiment article review 

+ terminology review 

+ podcast & prof. chown debrief

+ vision paper



history of cognition



Searle (1999) Chinese room argument / 
also Harnad (1990) 

Imagine a native English speaker who knows no Chinese locked in a room 

full of boxes of Chinese symbols (a data base) together with a book of 

instructions for manipulating the symbols (the program). Imagine that people 

outside the room send in other Chinese symbols which, unknown to the 

person in the room, are questions in Chinese (the input). And imagine that 

by following the instructions in the program the man in the room is able to 

pass out Chinese symbols which are correct answers to the questions (the 

output). The program enables the person in the room to pass the Turing Test 

for understanding Chinese but he does not understand a word of Chinese.



Matheson & Barsalou

+replacement: discard all mental representations, everything is 

“in the moment” 

+constitution: environment scaffolds cognition (e.g., grocery list)

+influence: body ⇔ cognition 

+conceptualization: cognition is supported by real or imagined 

simulations

Heath E. Matheson

Professor 

Memorial University of Newfoundland

Lawrence Barsalou

Professor

University of Glasgow







terminology

+machine learning

+neural networks

+deep learning 

neural networks



from regression to neural networks…

https://joshuagoings.com/2020/05/05/neural-network/



from regression to neural networks…

https://joshuagoings.com/2020/05/05/neural-network/



how to teach something to a machine?

+unsupervised (unlabeled data)

+  clustering approaches (e.g., k-means, hierarchical)

+  factor analysis / principal components analysis / dimensionality reduction

+semi-supervised (ordered/structured data) 

+ speech/text models 

+supervised learning (labeled data, e.g., images)

+reinforcement learning

+  reward-based, can be combined with predictive (neural network) models



unsupervised learning

+ given a completely unlabeled 

set of data points, find some 

meaningful clusters

+ examples

+  customer segments (teens, adults)

+  anomaly detection (bots)

+  recommender engines (Netflix)



multimodal learning

+ convert everything into a 
numeric representation 

+learn associations between 

those representations via 
some type of “machine 

learning” algorithm to perform 

task(s)

+“convolutional” networks

+ multimodal networks



reinforcement learning

+  learning through rewards 

+  components:

+  s: states (rooms 1, 2, 3 , etc.)

+  a: actions (1, 2, 3, etc.)

+  R: rewards (for walkable path)

+  1 to 2 : +1 

+  2 to 6: -1 or 0

+ Q (s, a): quality of a particular action via 
Bellman equation

+  deep RL: for more complex setups, can 
use a neural network to predict different 
Q-values and learn from prediction error 

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

https://blog.floydhub.com/an-introduction-to-q-learning-reinforcement-learning/

https://www.baeldung.com/cs/reinforcement-learning-neural-network



questions

+Haley: Would the robots in robotcup use DNNs as tools or am I 

misunderstanding this purpose? If they would not- why not? Are 

there certain machines that can only handle DNNs?



key themes / Prof. Chown visit

+ ethics and goals (Jennifer, Haley and Rachel)

+ reward for a machine? (May, Emely, and Ocean)



source

source

https://www.google.com/url?sa=i&url=https%3A%2F%2Fanalogoffice.net%2F2023%2F06%2F20%2Flumpers-vs-splitters.html&psig=AOvVaw0OXq8MTkM7F6NntwzagPiY&ust=1729201534322000&source=images&cd=vfe&opi=89978449&ved=0CBQQjRxqFwoTCLDlrevvk4kDFQAAAAAdAAAAABAf
https://www.google.com/url?sa=i&url=https%3A%2F%2Fblog.cabreraresearch.org%2Fthe-systems-rule&psig=AOvVaw0OXq8MTkM7F6NntwzagPiY&ust=1729201534322000&source=images&cd=vfe&opi=89978449&ved=0CBQQjRxqFwoTCLDlrevvk4kDFQAAAAAdAAAAABAm


vision as a test case

+ benchmarks

+“adversarial” attacks

+ working with limited data, 

using inductive biases and 

structured architectures 

and processes

Robert Geirhos

Research Scientist, Google DeepMind

Felix A. Wichmann

Professor, Eberhard Karls Universität Tübingen



broader ideas

+ “how much is really necessary to make it more like humans 

instead of more like animals/non-humans?” – Emely 

+“how did we create something that we do not understand and 

cannot apply to ourselves?” – May 
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